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Application of artificial neural networksto prediction of success of
bank telemarketing campaign

"Michat Grosicki
"Kielce University of Technology, Faculty of Elecii Engineering, Automatic Control and Computer
Science, al. Tysclecia Pastwa Polskiego 7, 25-314 Kielce, Poland, mgrosidkielce.pl

Abstract. The following paper presents example of applicatid artificial neural networks to prediction of
success of bank telemarketing campaign. The predict being made based on phone call to a cliedt a
various informations obtained during that phond. cRlaining of the network is divided in two stages
unsupervised learning of denoising auto-encoder supkrvised learning of dropout-regularized neural
network using back-propagation algorithm. Obtaipeedictive model allowed for nearly 90% prediction
accuracy. Obtained system can be used as toolgdhaek personnel decide who to call to maximizeksa
profits.

Keywords: neural networks, denoising auto-encoder, dropuathine learning, telemarketing

1. Introduction

In modern world telemarketing campaigns are used@dmgpanies in almost every branch of
industry to reach the largest number of the podérdiients with their products and services.
Unfortunately this method is very inefficient. Madtthe phone calls does not end up with desired
outcome. In this paper we present neural netwodedanodel for prediction of telemarketing
campaign. We strongly believe that such model maydéry helpful in targeting clients that are
most likely to positively respond to our campaig@he biggest advantages of use of such model are
better use of resource and bigger profits.

The rest of this paper is organized as followssattion 2 we describe training of neural
networks used in our model, in section 3 we pressetl data and results of our simulations and
finally in section 4 we conclude the paper withesaV final remarks.

2. Training of neural networksfor telemarketing outcome prediction

For many years training of neural networks with twwanore hidden layers was hard or almost
impossible [1]. Recent advances in the field preposolutions to this problem based on restricted
Boltzmann machines [2] or denoising auto-encod8}sThe basic idea behind the first two is to
pre-train a restricted Boltzmann machine or dengisiuto-encoder in unsupervised manner and use
the obtained parameters to initialize weights oultiayer perceptron (MLP) type network and
continue training using supervised algorithm lileek-propagation.

Denoising auto-encoder is an artificial neural rekwmodel composed of two modules:
encoder and decoder. Each of them has one visidl®ae hidden layer. During learning algorithm
tries to find a code (represented by hidden layé¢nh@ encoder) that allows for good reconstruction
of the inputs using learned decoder. In most caeds layer has smaller size than the number of
dimensions of the data. This is necessary so theonle would not learn trivial representations of
the data such as identity function. This allows fioe denoising auto-encoders to be used as
dimensionality reduction tool. Code layer of théwmrk computes hidden representation of the data
according to (1):

y = o(Wx + b). (2)
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In similar manner is computed output of the recartsion layer:
x=a(W'y+ ). (2)
The learning is performed using stochastic graddegcent algorithm which minimizes the
appropriate for the data reconstruction cost. Beaat real-valued data this cost is L2-cost given b

3):

E(x %) = [lx — 3. 3)
To help the network learn useful representatiothefdata noise is introduced on the inputs of the
network. Here we outline learning process of theoil#ng auto-encoder:

1. Choose data vector x.

2. Create noisy version of the data — x". In mostaas want to perturb 10% to 50% of the
attributes.

3. Compute code y using (1) and x".

4. Compute reconstruction of the data x' using (2)yand

5. Compute reconstruction error using (3), reconsibact’ and original data x.

6. Update parameters using stochastic gradient deatgaithm; repeat until last iteration is

reached.

After finished learning parameters of the auto-elecoare used to initialize weights of the
multilayer perceptron network. This network is fateained using standard back-propagation
algorithm with momentum and dropout regularizatiechnique. It is also worth noting, that instead
of using learned parameters as a initializatiomipfwr other network, we can use auto-encoder as a
preprocessor of the data and use this new repeggents input to other classification algorithms
like support vector machines.

3. Simulations

3.1. Data set

During simulations we used data related with dinearketing campaigns of a Portugeses
banking institution [4]. Our task is to predicttife client will subscribe a term deposit. Data set
contains over 41000 examples with 20 inputs. Duriuy experiments we used 19 of them
discarding duration attribute which caused sevéss Im our model. Data was split into training,
validation and test set. Training set consists@fo8andomly selected examples, validation set of
20% and test set of the rest.

3.2. Models parameters

During simulations we used denoising auto-encod#r a/code layer consisting of 50 neurons
to with logistic activation function. Since the datet is real-valued we utilize linear layer as our
reconstruction layer. Data were presented to theeiia batches of ten and training lasted for 100
epochs. As our optimization target we used functjimen in (3). Parameters of encoder and auto-
encoder were tied. Summarization of parametersitoFancoder is given in Tab. 1.

Par ameter Value
Learning rate 0.01
Momentum 0.9
Number of training epochs 100
Batch size 20
Noise ratio 30%

Tab. 1. Learning parameters of denoising auto-encoder.

Subsequently learned parameters of denoising awdoder were used to initialized MLP
network with a hidden layer of the same size. Qndbthe hidden layer we placed output layer
with one neuron. We used logistic function for thetput. Network was trained using back-
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propagation algorithm with momentum, dropout regmédion and early stopping. As a cost
function we utilized cross-entropy cost (4):

E(ty) = —tlny — (1 — In(1 —y). 3)
Learning process process ended after roughly 208hsp Summarization of parameters of MLP
network is given in Tab. 2.

Parameter Value
Learning rate 0.03
Momentum 0.9
Number of training epochs 200
Batch size 20
Dropout rate 50%

Tab. 2. Learning parameters of MLP.

3.3. Reaults

After successful learning we measured accuracyendst set. Network achieved accuracy of
89.8%. This result is better than the one obtaimitl neural network trained without unsupervised
pre-training and dropout by 5%. It is also slightigtter than result obtained with support vector
machine with RBF kernel, which was able to corsecatlassify 88.2% of the test cases.
Classification accuracy for each set is presergddb. 3.

Set Accuracy
Training 89.86%
Validation 89.41%
Test 89.77%

Tab. 3. Accuracies obtained with trained model.

4. Conclusion

In this paper we presented application of artifigi@ural networks to prediction of bank
telemarketing campaign outcomes. Accuracy of 89a&¥ieved by trained model is satisfactory
and bodes well for the practical use of such méwtethis task. Recent developments in the field of
neural networks allowed to achieve good resultsiriguour simulations we tested models with
more than one hidden layer. In case of traditioveiral network this resulted in severe overfitting,
while in case of pre-trained networks accuracy geaponly slightly. This leads us to believe that it
may be possible to train deeper network that waglieve better results. We plan on investigating
this matter in our future research.

Proposed model worked well for the given task. dtedictive power may allow banking
institutions to better target their client basehwntore personalized products minimizing the effort
needed for the campaign and maximizing profits. 8® believe that presented model could be
used, given appropriate dataset, used various tthes of companies which utilizes telemarketing
as one of the tools for contacting the clients.
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Learning Fuzzy Cognitive Maps using Evolutionary Agorithms —
a comparative study

“tukasz Kuby, ‘Katarzyna Pocga
" Kielce University of Technology, Faculty of Eleécal Engineering, Automatic Control and Computer
Science, Department of Information Systems, aligfjyscia Pastwa Polskiego 7, 25-635 Kielce, Poland,
{lkubus, k.piotrowska}@tu.kielce.pl

Abstract. In the article developed Individually Direction&ivolutionary Algorithm (IDEA) for Fuzzy
Cognitive Map (FCM) learning is presented. The psgdl FCMs learning algorithm was compared with
elite real-coded genetic algorithms. FCMs and ttep@sed method of learning are described. Simuiatio
analysis of the use of FCMs with the developed ritlym was performed on the basis of real-life cake
strategic planning process of an e-business company

Keywords: fuzzy cognitive map, evolutionary algorithms, widually directional evolutionary algorithm,
elite real-coded genetic algorithm.

1. Introduction

Fuzzy cognitive map (FCM) is a universal tool fooaeling and analysis of dynamic systems
[19]. FCMs have been introduced by Kosko [7] asoft somputing technique combining fuzzy
logic, artificial neural networks and evolutionagomputing [12]. It describes problem as
a collection of concepts and connections (relajibesween them. With increasing of uncertainty or
complexity, some extensions of the traditional FCdh be used, e.g. fuzzy grey cognitive maps
[15], augmented FCMs [14] or relational fuzzy cdiye maps [16,17].

There are several methods for building a FCM mottelthe first method, FCM model is
created based on knowledge of experts. In this, ¢&3&l model accuracy depends from the experts
knowledge. Moreover, the manual methods can becampeactical for building large models
[10,14].

Historical data enable automatic construction oV his issue is called “learning” of the
FCM model. The learning process allows to estalthghweights of the relations between concepts.
There are three main groups of FCM learning algorg: unsupervised methods based on Hebbian
rule [10,12,18], supervised algorithms based ordigrd method [5,13], and biology-inspired
approaches, such as evolutionary algorithms (E28),10,13,19], artificial immune systems [6] or
particle swarm optimization [11].

In this paper, developed Individually Directionaldtutionary Algorithm (IDEA) [8] for fuzzy
cognitive maps learning is described, together wihcomparative analysis with elite real-coded
genetic algorithms. Simulation analysis of the méay algorithms were based on real-life case of
strategic planning process of an e-business compadly Section 2 briefly describes fuzzy
cognitive maps. The developed algorithm IDEA issprded in section 3. Section 4 presents
selected results of comparative analysis of thesehamethods. The summary of the article is
contained in section 5.

2. Fuzzy cognitive maps

The structure of FCM is based on a directed graph:
<X,R> (2)



TRANSCOM 2015, 22-24 June 2015
University of Zilina, Zilina, Slovak Republic

where:X=[X4,...,%] " — set of the conceptsXi(t) — the value of theth concept irt-th step (discrete
time), i = 1, ..., n j=1,..., n, n— the number of concept®={r;;} — relations matrixy;; — the
relation weight between theh and tha-th concept.

A dynamic model described by the equation (2) wsexiu

Xi(t+D)=F| X; (©)+ > r;; IX; ) (2)
B
where:t — discrete timet=0,1,....,T, T- end time of simulatiorf(x) — sigmoid stabilizing function,
described as follows:

1
F =
(9=t ©

where:c — parameter;>0.
FCM can be learned with the use of evolutionaryoathms. Individually Directional
Evolutionary Algorithm for fuzzy cognitive maps teang is described below.

3. Individually Directional Evolutionary Algorithm

Individually Directional Evolutionary Algorithm (IBA) is a newly developed algorithm for
global optimization [8]. Main principle of IDEA i® monitor and direct the evolution of selected
individuals of population to explore promising a&ea the search space. The algorithm uses a
proportional selection method ( Roulette-Wheel &ada [1]) with dynamic linear scaling of fithess
function [4] and Non-Uniform Mutation [9] uses imfoation about the direction of change also
known as Direction Vector. Applied selection methaoti mutation operator in IDEA allows to
choose the fittest individuals and their modifioatito explore promising areas in the search space.
The idea of IDEA is an independent evolution ofiwdlals in current population. An independent
evolution process is focused on indicating cordigction of changes in the elements of solution
vector.

IDEA uses characteristic elements of EAs such apdttionate Selection (Roulette-Wheel
Selection) with dynamic linear scaling of fitnesmdtion in pre-selection stage, Directional Non-
Uniform Mutation (DNUM [8]) operator as genetic optor and elite scheme in post-selection
stage. Figure 1 shows the scheme of IDEA.

procedure IDEA

begin

t:=0

initialization P

evaluation P

P.=P

while (not stop conditionjlo

begin
Th=pre-selection P
T'%= directional non-uniform mutation' T
evaluation T*
P*L:=post-selection (T, T')
t=t+1

end

end

Fig. 1. IDEA scheme [8].

Evolution loop of IDEA is initialized in the sameay as in other EAs and is made up of 4
steps. In the first step, temporary populatibnis created from current base populatiBn
Individuals of populationT will be subject to mutation. In the second stepother temporary
populationT' is created by mutations of individuals of tempgraopulationT. Individuals of

-10 -
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temporary populatiol* are evaluated in third step of evolution loop. Tast step of evolution
loop is to select individuals from temporary popiaia T andT', that will create the next base
populationP.

4. Selected results of the analysis

The goal of the simulation analysis is to evalupéeformance of IDEA and elite genetic
algorithms in fuzzy cognitive maps learning problem the basis of a real-life case of strategic
planning process of an e-business company [20].

4.1.Problem definition

All simulations was made using developed softwae developed software is a collection of
Java classes, that include useful tools for implgaten (in Java language) and analysis
evolutionary algorithms. New module was made fer parposes of this paper that allow to create
FCM model by using evolutionary algorithms. Thetwafe is still developed.

4.2.Problem definition

The objective of learning is to find candidate F@Mt behaves similarly to the referenced map
for different initial state vectors [19].
Total error (4) is a sum of absolute value of défece between FCM response and expected
value from learning or test data.

n

total _error :iizmp(t)—xip @) (4)

where:p=1,...P, p - the number of thp-th initial state vector? — the number of different initial
state vectorsi=0,1,....T-1, T — the number of the recorda(t) =[Z4(t),...,Z«(t)] " — the desired FCM
response for the initial vect@(t-1); X(t) =[Xa(t),....Xn(t)] ' — the FCM response for the initial vector
Z(t-1), i =1, ...,n; n—the number of concepts.

Mean error is described as follows (5):

mean_error = ;total_error (5)
P(T -Dn
Value of minimum error is the minimum absolute wahf difference between FCM response
and expected value for concept for all conceptssaepls (6).
minimum_error = rtElTin{| Z () - X, (V) |} (6)
iON,
poP
Value of maximum error is the maximum absolute gadtidifference between FCM response
and expected value for concept for all conceptssaepls (7).
maximum_error = rtnD§>{| Z () - X} (7)

iCn,
plP

The simulations were performed with the referen€€d model reported in literature, which
concerns business industry and financial activifg8§. This FCM model contains seven concepts
described as the most important in the strateginmphg process of an e-business company [20]: E-
Business ProfitsX;), E-Business SaleX{), Prices CutoffsXs), Customers SatisfactioX{), Staff
RecruitmentsXs), Impact from International E-Business Competit(¥g) and Better E-Commerce
Services X7).

-11 -
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Fig. 2. Structure of the initialized map [20].

Graphic interpretation of the structure of the gpedl map is presented in Fig. 2. Nodes and
edges of directed graph shows concepts of FCM marglrelations between them. Description of
nodes presents in fig. 2. refers to the descripgicthe concepts of FCM model.

Learning data for the 10 randomly generated stattovs and testing data for the 10 different
state vectors were generated on the basis of fiekeeneed map. The following algorithms are
compared: developed algorithm IDEA, elite Real-Gb@enetic Algorithm (RCGA) with the one
elite individual and elite RCGA with the number alite individuals equal to population size. All
compared algorithms use the same parameters: nurhloedividuals equal to 200 and number of
generations equal to 1000 and the same selectidhocheMoreover, both of elite RCGAs use
Single-Point Crossover and Non-Uniform Mutation i@pers.

4.3.Comparison of IDEA with elite real-coded genetic gorithms

The performance of the proposed learning method=@Ks based on IDEA was evaluated
based ormean_error obtained for the same data generated with theotiske reference FCM
model for the strategic planning process of an ®H®ss company. The obtained values of
mean_errorachieved by IDEA were compared with the valuemean error obtained by two other
EAs: elite RCGA with the one elite individual aniteeRCGA with the number of elite individuals
equal to population size.

Tables 1-3 present the error value for achievedltsesf FCM learning by compared algorithms.
These tables show errors value based on obtaiedoet$t, the worst and average result as the effect
of multiple launches of compared algorithms.

Based on simulation results (Tab. 1-3) it can bseoled that the IDEA gives better results in
comparison with other EAs. Error values for thetpemrst and average result of FCM learning is
better than in case of compared algorithms. Theagecvalue of errors were calculated as average
from obtained errors based on the all achievedlteesiihe obtained criterioomean_erroris

-12 -



TRANSCOM 2015, 22-24 June 2015
University of Zilina, Zilina, Slovak Republic

relatively low. It shows that the learned FCM beatm\similarly to the referenced model for
different input states.

Algorithm Elite RCGA (1) Elite RCGA (Population $iy IDEA
E?r?)t?vztlaltjle Learning datg Testdata Learning data Test data rnlrepdata| Test dat
Total error 6.643378 6.495902 6.579157 6.696447 5.633745 5.99671
Mean error 0.0047453| 0.004640 0.004699 0.0047830.0040241 | 0.00428
Minimum error 0 0 0 0 0 0
Maximum error 0.246045 0.322815 0.216229 0.1877130.194909 0.02578
Tab. 1. Errors values for the best results achieved.
Algorithm Elite RCGA (1) Elite RCGA (Population $iy IDEA
E?r?)t?vsaﬁ/e Learning datg Testdata Learning data Test data rnlrepdata| Test data
Total error 9.148835 8.013510 8.908233 9.170017 8.214785 8.187957
Mean error 0.006535 0.005724 0.006363 0.0065500.005868 0.005849
Minimum error 0 0 0 0 0 0
Maximum error 0.430239 0.370065 0.271812 0.2310510.2342410 | 0.333533

Tab. 2. Errors values for the worst results achieved.

Algorithm | Elite RCGA (1)| Elite RCGA (Population $ip IDEA

Data set/ Learning data Learning data Learning data
Error value
Total error 7.937274 7.638351 6.988159
Mean error 0.039686 0.038192 0.034941

Tab. 3. Errors values for the average results achieved.

5. Conclusion

This article presents new and promising approact+CMs learning based on IDEA. Fuzzy
cognitive maps and developed Individually Directibrievolutionary Algorithm are described.
Selected results of comparative analysis of theAD#th elite real-coded genetic algorithms are
presented. Obtained results showed that IDEA imgsdtie obtained accuracy expressed by mean
error and total error with respect to compared EAs.
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The Use of Questionnaireto Evaluate the Usability of University
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Abstract. This study evaluates the usability of University Zilina websites. We use questionnaire to
evaluate the usability of website. Respondentssaudents and teachers from different faculties ind
different age. Results indicate that the site isaasy to use. There are many accurate opinioret, sttould
be changed and improved to raise higher qualityuesadbility .

Keywords: Usability, website, questionnaire.

1. Introduction

The internet is becoming a more central part ofexaryday lives. We brows web pages and
search information. We expect that the pages @iedtly arranged, and we easy find what we are
looking for. Organization, which | can’t find oretlinternet, as if it did not exist. This is thesea
why all institutions, also schools and universitiesre own website. Anyone who knew them to
create did it. Almost nobody knew the rules of desaind usability. The strategy was to give large
amounts of information and added new. Many webss#tes today information overload and
confusing. Thanks to the theory of usability we eliminate these mistakes.

2. Website Usability

Nielsen (1993) first defined usability as a quadityribute - something that is easy to use. Later
Nielsen (2012) said, that usability is how easy alehsants something to use. We can define
Website usability as an ease with which visitoesatle to use a website (LLC, 2015).

On the Web, usability is a necessary conditionsiarvival. If a website is difficult to use,
people leave. If the homepage fails to clearlyestatat a company offers and what users can do on
the site, people leave. If users get lost on a ikelbey leave. If a website's information is hard
read or doesn't answer users' key questions, gl Note a pattern here? There's no such thing
as a user reading a website manual or otherwisedsge much time trying to figure out an
interface. There are plenty of other websites abgl, leaving is the first line of defence whenrase
encounter a difficulty (Nielsen, 2012).

Similar to businesses, schools and universitiex hheir own websites. They also need to
attract “new customers” — new students and mairfagmmanent customer” — students, teachers
etc. Young people spent a lot of time online, dwosts have to communicate online. Universities
and schools have the websites, but their use is leare it is important to know how to
communicate, what kind of information they want are@d and choose the right design — company
design, but also usable.

We can improve design and raise the number ofovsitf we tested the old design and its
usability. It means identify the good parts that st®uld keep and the bad parts that give users
trouble (Nielsen 2012), or that they don’t uses lalso important to add new parts that they miss.
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There are many methods for studying usability (u®sting, eye tracking, ect.). We use
guestionnaire to evaluate the usability of wehisitéhis study.

3. Methodology

We analyzed the website www.uniza.sk, official websf University of Zilina. Web page of
University of Zilina is a website that informs ab@vents at the University; contains links to other
external sites and the faculties (blue arrow). Jikeeis organized in four navigations (Fig. 1): Men
1 — main menu (violet arrow), Menu 2 — submenulétiarrow left), Menu 3 — links to the websites
of the faculties of the University, Menu 4 — linkksMoodle, Library, Intranet, and Directory (white
arrow). The middle part of the screen (red arr@ghiown the text section.

I:> aVzdelivanie | Univerzitng kniknica | Intranet | Adresir
& Upy, o —— e -
et I
E: Jw
) 5
"ln 'n"* | "
- L =

vieobecni informécie | Stidium | Celokivotné vedelivari feda a wiskum | Medzindrodné vefahy | Ustavy a pracovisks | Oradnd tabufa | @

- Z
ZILINSKA UNIVERZITA 2\‘r ZILINE

NI VERSHLTY OF LN A

Fakula previdzy 3 shonomiky.
B0 B 00
I Strojnicka takusa

I [T —T

ﬁ Stavabnd tabudta

Fakukta riadenta a informaticy

I-a.r.a bezpel rostndng indinkerste

I Fakufa humanaich ved

Fig. 1 Homepagaww.uniza.sk

We used questionnaire to evaluate the usabilityedfsite in this study. We asked students and
teachers from different faculties and in differage to answer our questions on March/April 2015
in the premises of the university canteen “Nova maénOverall 65 respondents answered questions
electronically via tablet.

The questionnaire had seven questions about pnefeseand the use of website, and four
guestions were identification, there were someedosnded question with one possible choice —
some with multiple choices. There were also thigencended questions. Table 1 shows overview
of questions.

Questions Types of Q. Fixed set of responses
How often do you visif Closed ended Daily Several timesVeekly | Monthly | I do not
Www.uniza.sk a week visit
Do you use “Important links ” | Closed ended YES NO
Do you use “Event calendar” Closed ended YES NO
I like on www.uniza.sk Open ended
| dislike onwww.uniza.sk Open ended
| miss onwww.uniza.sk Open ended
| search information about Closed ended 9 diffeegatis of interest
| am Closed ended Man Woman
Il am Closed ended Student Teacher/PhD.
student
| have age Closed ended Less|25 25-35 35-55 55+
| am student/teacher on Closed ended All 7 fazsllti

Tab. 1 Overview of questions
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We tried to find out how often (if any) respondenise university website, what kind of
information they are looking for, if they use thaimareas (such as Important links, calendar etc.),
what they like or dislike on the site.

4. Results

Overall 65 respondents answered questions elecaibnvia tablet, 37 men, and 28 women. 43
respondents were students, 22 teachers or PhDergtudMost respondents are less than 25 years
old (44 respondents), 20 respondents are 25 —&%S wéd and only one more than 35.

21 respondents were from Faculty of Operation antbnBmics of Transport and
Communications, 19 from Faculty of Electrical Erepning, 14 from Faculty of Mechanical
Engineering, 7 from Faculty of Management Scienug laformatics and 4 from Faculty of Civil
Engineering.

In the first question we asked: How often do yositwivww.uniza.sR It was a closed ended
guestion with five answers: Daily, Several timeweek, Weekly, Monthly, | do not visit. 29 %
respondents answered monthly, 28 % several timeselt, 26 % weekly, 14 % daily, and 3 % they
don’t visit it (Fig. 2). Respondents visit websitery often, but it is very important to say, that
almost all of them use it only to redirection tam#rer pages.

How often do you visit www.uniza.sk ?
M Daily
B Monthly
| do not visit

H Weekly

M Several times
2 aweek

Fig. 2 Graf showing the answers to question Howrotto you visitvww.uniza.sk

Then we asked: Do you use “Important links”? TheguFé 3 shows the answers. 61 %
respondents said Yes, | use important links, 3%#%tdise it.

Délezité linky

|mp0rta nt links Centrum wyskumu v doprave
Univerzitny vedecky park

Vyskumné centrum ZU

mldontuse
Ubytovacie zariadenie Velly Diel
Bl use Ubytovacie zariadenie Hliny V
Univerzitné stredisko Zuberec
SAIA, n.o.
Euraxess

Fig. 3Graf showing the answers to question Do you usettapt links?
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This area of interest — Important links is located the right side of the page break, when
viewed on a standard 15,6 laptop. This fact isficored by several respondents who indicated that
this part is outside the ,sight view". It should heted that many of these links are high speciiit a
content-oriented differently.

Next question was: Do you use “Event calendar’? Figure 4 shows the answers. Event
calendar use only 16 % of respondents. We candindnference by date — only by months. We
can’t search by topic or department and there ake amnferences, not all events on University.
Usability of this part is limited.

Kalendar akcii
Event calendar

¥ | zobrazit

B idon’tuse

H | use

Fig. 4 Graf showing the answers to question Do yseiEvent calendar?

Last closed ended question was with multiple clwid@o you search information about...?
More than 51 % of respondents use Links to theltiasy 50 % read News, and 50 % use website to
redirection to the e-learning. Nearly 19 % use themedirection to the Library and less than 17 %
use the Directory. None of the respondents usewttasite to read the journals. About 5 % of
respondents visitvww.uniza.skto find information about student organizationsl amtry to the
Intranet.

B News

Areas of interest

H Institutes and
organizations
m e-learning

M Student
organizations
M Journals

M Library

Faculties

Intranet

Directory

Fig. 5 Areas of interest

We also gave the opportunity to tell what our resfemts like, dislike and what they miss on
the website. The middle part of homepage is shtwriNews. Some respondents said, that they like
news, some dislike, because the information is cesegary, timeliness and they are lost in the
amount of information. We miss there categorizatacording to the focus of news — topics of
news. There is no graphical element, no picturé ¢bald be thematically attractive. The articles
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are not updated in this part. There are no heals® the reader does not know what the article is
about, until he read it.

Open ended questions — What ... ? Answers

- Directory — contact to the teachers
- News
| like on www.uniza.sk - Design
- Colours
- Clarity
- Link to the faculties
- Virtual tour

- Directory
- Design
- Important links - the view is out of sight
- The amount of information
| dislike onwww.uniza.sk - Timeliness of data
- Obscurity
- Slow updating
- Different design of faculties” websites
- Unnecessary information

- Students blog
- Eye catching effect
- Photos
- Jobs offer
- Calendar
- Link to the e-learning
| miss onwww.uniza.sk - Chat
- Feedback questionnaire
- Visual simplicity
- Search window
- Links to facebook / students websites...
- Directory — with search function (database)

Tab. 2 Open ended questions and answers

Respondents positively assessed the possibilitysofg a virtual tour. Also a very common
activity is the source links for each departmenmhohg the negative respondents indicated that each
department has its own “independent design”.

Respondents missed there a chat or blog, whereddi@ycommunicate and ask if they have
guestions. Links to social network (facebook, etmjl students” organization websites are also
missing.

5. Conclusion

University of Zilina has about 10 200 students amut 1 500 employees (teachers, PhD.
Students etc.). University websites are intendedsfodents and employees, students interested in
studying, partner schools, public authorities ané g¢eneral public. Website could be the most
important communication and information channet] amarketing tool in the near future. But it is
necessary to ensure, that the website is usablaandll expected information.

We identify many usability problems, which can h#ip realization team to propose the new
university website.
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Abstract. Reliability is an important characteristic of masystems. Some tools of reliability analysis are
based on the method of Minimal Cut Vectors (MCWS)MCV represents a situation in which a repair
(improvement) of any non-perfectly working componeesults in a repair (improvement) of the whole
system. MCVs (or their equivalent in the form ofnimal cut sets) have been widely used in reliabilit
analysis of binary-state systems. However, theynateso common in the case of multi-state systé@ne. of

the reasons is that there exist only few algorithhad can be used for their identification. Onetludse
algorithms is based on tools of logical differehtalculus. However, no performance evaluationhis$ t
algorithm has been done. For solving this issuehexe performed some experiments which results are
presented in this paper.

Keywords: Reliability, multi-state system, minimal cut seinimal cut vector, logical differential calculus.

1. Introduction

Two basic types of models are used in reliabilyalgsis: Binary-State Systems (BSSs) and
Multi-State Systems (MSSs). BSSs define only tvabest in system behavior that are recognized as
functioning (represented by number 1) and failegpr@sented by number 0). These models are
suitable for analyzing consequences of systemr&aiMSSs allow defining more than two states in
system performance, i.e. from perfectly function{statem -1) to completely failed (state 0) and,
therefore, they are appropriate for analysis otesses that results in system failure.

Every system consists of one or more componentg#mbe either binary-state (in the case of
BSSs) or multi-state (for MSSs). When all composaita MSS have the same number of states as
the system, then the MSS is identified as a homegen system [1]. Please note that BSSs can also
be seen as homogeneous systems. In what followyshomogeneous systems will be considered.

The dependency between states of individual systanmponents and system state is defined by
the structure function that has the following foiona homogeneous system [1]-[3]:

Ax)=dx, %,,....x,) {01...m-1" - {0a...,m-1}, (1)

wheren is a number of system componemtsis a number of possible states of the system tand i
componentsy; is a variable representing state of tii system component for=1,2,...n, and

X = (X1, X2,..., Xn) IS @ vector of components states (state ved@iearly, if m= 2, then (1) agrees
with the structure function of a BSS.

The structure function is very useful in qualitatianalysis of systems because its investigation
can reveal situations in which a failure of a byastate component or degradation of a multi-state
component results in a failure of the BSS or inegrddation of the MSS. However, it cannot be
used to quantify system reliability. For this pusppthe following probabilities of individual state
of system components should be known:

m-1

pi,s:Pr{Xi =s}, Z_:pi =1 1=12...,n, s=0L...,m-1. (2)

s=0
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Knowledge of these probabilities and the systemctire function allows us to compute some of
the basic characteristics of the system that acevkras system availability and unavailability and
that are defined with regard to system sgate follows [1], [2]:

=3 )=, U = Sl =r, a1 20%1 =2

]=12,...,m-1.

System availability (unavailability) computed faate| of the system defines a proportion of
time during which the component is at least inestfgbelow statg). Furthermore, it can also be
used in other reliability calculations that focus mlentification of the most important system
components, i.e. the components that have the mihsénce on the system proper work. One of
the measures that are used for this purpose iBubksell-Vesely’'s importance (FVI) that is defined
as the probability that the component contributesylstem unavailability [4], [5]. The computation
of this measure is based not only on system urahbily but also on minimal cut sets of the
considered system.

3)

1.1. Minimal Cut Setsand Minimal Cut Vectors

Minimal Cut Sets (MCSs) are one of the key concesisd in reliability analysis of BSSs.
They represent a minimal set of components whaseltneous failure results in system failure
[5], [6]. In terms of the structure function, thegrrespond to Minimal Cut Vectors (MCVSs) [5].

A MCV of a BSS is defined as a state vect@uch thatgx) = 0 andgy) = 1 for anyy > x [1],

[5]. Please note that the notatipr» x wherex = (X1, Xz,..., X,) andy = (y1, Y,..., ) are two state
vectors means thgt > x; fori = 1,2,...,n and there exists at least angsuch thaty, > x. It can be
simply shown that a MCV represents such situatiorwhich a repair of any failed component
causes that the failed system will be repaired [7].

MCSs (MCVs) have an essential role in calculatbérthe FVI for BSSs because they agree
with situations in which system components contebio system failure [4], [5]. This implies that
the MCSs or MCVs of the system have to be knowrorgethe FVI of individual system
components can be computed.

The concept of MCSs can also be applied to MSSsH@jvever, MCSs are not so often used
in the analysis of MSSs since their meaning isasointuitive as in the case of BSSs. On the other
hand, MCVs can also be extended on MSSs, andxtesigon is more straightforward than in the
case of MCSs. So, a MCV for stgt¢for j = 1,2,...m-1) of a MSS is defined as a state vector
such thatgx) <j and ¢y) > j for anyy >x [1], [2]. It is easy to show that a MCV for systetatej
represents a situation in which a minor improven{eat improvement by one state) of any non-
perfectly working component (i.e. components that ot in staten-1) causes that the system
achieves at least stgtgr]. Using this definition and the relationshiptiveen MCSs and MCVs, the
following definition of the FVI for MSSs has beeroposed in work [8]:

Pr{x<MCV’L} Pr{x<sMCV, @
PHa(x) < j} U ’

where FVIﬂ denotes the FVI of stateof componeni with respect to system stgteand event

2j _
li,s_

{x<MCV.>} means that there is at least one MCV for systetejsthat contains componentn

states-1 and that is greater than an arbitrary statéovec Please note that this measure quantifies
the contribution of degradation of statef component to unavailability computed for statef the
considered MSS.

Definition (4) implies that if we want to computeet FVI for all system components, then the
MCVs for system statghave to be known. For this purpose, the algoritomsidered in papers [7],
[8] can be used.
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2. Algorithm for Identification of Minimal Cut Vectors based on L ogical
Differential Calculus

Computation of MCVs for a state of a MSS has beamsiclered in several papers [9]-[11].
These papers are primarily focused on identificattd MCVs in network systems modeled as
MSSs, and they are based on the assumption thedwaite-sink cuts (in the sense of graph theory)
of the network are known. This implies that theywruat be applied to other types of systems.
Because of that, authors of paper [7] have propasether algorithm that can be used for a MSS of
any type. This algorithm is based on computatiospafcial type of Direct Partial Logic Derivatives
(DPLDs) that will be referred to as Integrated DirBartial Derivatives (IDPLDSs) in the rest of this
paper.

The structure function of a homogeneous MSS cooredp to formal definition of a Multiple-
Valued Logic (MVL) function. This allows using sonmeols of MVL in reliability analysis of
MSSs. One of these tools is logical differentidcabus, which has been developed for analysis of
dynamic properties of MVL functions [12]. DPLDs gpart of logical differential calculus. They
allow finding situations in which a change of MVlanable results in a change of the considered
MVL function. In terms of reliability analysis, thiecan be used to find situations in which
component degradation (improvement) results inatiagion (improvement) of a given system state
[3]. This derivation is defined as follows:

oA ~h) _ {1 it ¢fs,x) = j andg(r;,x) =h
ox (s —r) (0 other (5)
j.hsro{12...m-1, j#h, szr.

DPLDs carry quite little information for identifitan of all MCVs for system stajeand, therefore,
the next generalization of these derivatives has Ipgoposed in paper [7]:

og(h - hj) _ ‘UlmU‘laqo(w ~ V) {1 it gls,x) < jandg(r;, x) 2 j.
OX(sS—T) w5 0x(s—r) (0 other (6)

.S D{lZ,...,m—]}, SZT.

This generalization is referred to as IDPLD, and ttlear that it can be used to recognize situation
in which change of theth system component from stao r causes that the system achieves at
least statg. Please note that this partially coincides with theaning of a MCV for system state
This fact has been used in paper [7] to propos@&éie algorithm for computation of all MCVs for
system statg

1. Repeat the next two steps for all system components:
1.1. Compute expanded IDPLDs Oe¢(h<j—éhiﬁ/dexﬂs—as—kl) ffeE
s=01...m—2.
1.2. Calculate I[l-conjunction Hﬁ52@e¢(h<j—>hza/aexﬂs—+s-+1)
of expanded IDPLDs computed in the previous step.
2. Calculate Il-conjunction of the Il-conjunctions computed in
step 1 and identify state vectors for which it has value 1.

These state vectors correspond to MCVs for level j of system
availability.

If we repeat this algorithm for all possible syststates, then all MCVs of the MSS can be found.
Please note that the aforementioned algorithm seese special type of IDPLDs that are
named as the expanded IDPLDs. This version of IDPk@e&fined as follows [7]:
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1 if x =sandg(s,x)<jandg@r,,x) =
0 phy - 1) _ ] i x. =sand(g(s,X) = | orqo(ri,x)<j5,
9x(s - ) * if x #s

j,sro{12...m-1, s#r.

The main motivation behind the introduction of #ganded IDPLDs is the fact that some
operations that are needed for identification of\K¢(have to be done simultaneously for IDPLDs
(6) in which variable changes in different ways. However, this can héeqeomplicated since the
IDPLD is defined only for situations in which thanablex; has values. Therefore, the expanded
IDPLDs, which are defined for all possible valuésariablex;, have been proposed in paper [7].

Another term that is used in the algorithm id-aonjunction. This operator has been defined in
paper [7] based on the rules presented in Talkt dan be shown that thH&-conjunction of two
expanded IDPLDs identifies situations in which ioygment of every non-perfectly working
component results in system improvement. Therefdreye compute this conjunction for all
possible expanded IDPLDs, then we can find all M@sa given system state.

(7)

0¢(h; - h))
ank(% - rk)

ae¢(h<j - hzj) ’ ’
0 0
0. X (s -1) L

0 1
0 1
0 0
0 1

Tab. 1. II-conjunction of two expanded IDPLDs

3. Experimental Investigation of Algorithm Performance

As we mentioned firstly, the performance evaluatdrihe aforementioned algorithm has not
been done in papers [7], [8]. Therefore, we impletee it in C++ programing language and
analyzed its complexity by performing some experitee The experiments were done on a
computer with CPU Intel Core i5 (2.5 GHz), 4 GB RAMd Windows 7 OS. We analyzed time
complexity of this algorithm based on the numbesydtem components and based on the number
of all system MCVs. Firstly, we focused on the defency between the computation time and the
number of all system MCVs. For this purpose, we tadjenerate systems that differed in the
number of MCVs but not in the components count. fiipecal example of such systemki®ut-of-

n MSS that is defined as follows [13]:

if at leastk components are in state-1, then the system is in state 1,
else if at leask components are in state-2 or better, then the system is in state;

else if at leask components are in state 1 or better, then themsyist in state 1;
else the system is in state O.

A k-out-ofn m-state system generated according to these rufgains totally(m—l kr_1 1) since

(krllj MCVs exist for every relevant system state, ia. dystem states 1,2,.m-1 [13]. This

implies that systems with the constant number ofifmanents and different numbers of MCVs can
be obtained by generatilkgout-of-n systems for some concrateand variablek. For example, we
generated 3-state systems fior 13 andk = 1,2,...,7. It follows that we got systems with2B,...,
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and 3,432 MCVs. Results of these experiments faar@ 4-state systems are presented in Fig. 1
and Fig. 2. These graphs show that the algorithmpbexity does not depend on the number of
MCVs that exist in the system but depends expoaknton the number of system components.
This result is more obvious in Fig. 3 that illustsithe dependency between the number of system
components and the running time of the algorithmsistems with the similar numbers of MCVs.
Furthermore, this figure also shows that the atboridepends exponentially on the number of
components states. This implies that the considatgdrithm is not very suitable for systems
consisting of lots of components or whose compankave many states.

Number of MCVs

] componerts =@= 14 components = <= 13 components

g 40
5
=30
R ST P P Y S
Neee—o e
0 T T T T T
0 3000 10000 15000 20000 25000

30000

16 com ponents

Fig. 1. Dependency between computation time and the nuofddCVs for 3-state systems

160
|

140 425

120

Time [s]

3000 4000

Number of MCVs

e | [} com ponenits === 11 com ponents = <= 12 components

3000 6000

13 com ponents

Fig. 2. Dependency between computation time and the nuofddCVs for 4-state systems

14 13
Number of components

11 12 13

3 stafes  eefpmd states e o= 3 states

Fig. 3. Dependency of computation time on the number sfesy states for multi-state systems with the simila

numbers of MCVs
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4. Conclusion

MCSs are very useful in reliability analysis of BSBecause they can be used in both —
gualitative and quantitative analysis of BSSs. Frpont of view of qualitative analysis, they
identify minimal scenarios that cause system failun quantitative analysis, they are used to
identify components that have the most contributmaystem unavailability.

MCSs can also be expressed in the form of stateorgecThese state vectors are known as
MCVs. The main advantage of MCVs is that they carnvery simply generalized for MSSs. This
fact allows extending some measures used in rétiabnalysis of BSSs on MSSs. However, the
main problem of using MCVs in reliability analys§ MSSs is the fact that there exist only several
algorithms that can be used to find all MCVs of ¢lystem. Furthermore, most of them are based on
some special assumptions and, therefore, they tdmn@pplied to all types of MSSs. For this
purpose, the new algorithm based on logical diffead calculus has been proposed in papers [7],
[8]. However, the computational complexity of thaigorithm has not been considered in the papers
and, therefore, no information about running tinhéhés algorithm has been known. Therefore, we
performed some algorithms that focused on compmutdatme depending on the number of system
components and the number of all system MCVs. BEselts of the experiments showed that the
running time did not depend on the number of sysi#@Vs but depended exponentially on the
number of system components and the number of coeme states. Because of that, the algorithm
cannot be used for systems that contain a lot ofpoments or whose components have a lot of
possible states. So, the further research shoufddosed on finding some ways that will make this
algorithm more efficient.
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Abstract. Temporal data processing is the fundamental remént of intelligent signal and sensor data
processing. Validity of the object is bordered afobuld be stored in the database with emphasis on
changes. Intelligent temporal data processing iregusophisticated methods based on processing
effectiveness and size of the whole structure. phjger deals with the attribute oriented tempopgraach

and definition of the various index structures teda in the local or remote tablespaces.

Keywords: Temporal database, column level model, validitgeix, tablespace.

1. Introduction

Database systems are one of the most importang pérthe information technology. It is
generally known that database system is usuallp#ésé part - the root of any information system.
The development of data processing has broughtndeal for modelling and accessing large
structures based on the simplicity, reliability asmked of the system [1] [3] [4]. However, even
today, when database technology is widespread, databases process and represent the states of
the data valid in this moment. Properties and stafethe objects evolve over the time, become
invalid and are replaced by new ones. Once the &athanged, the corresponding data are updated
in the database and it still contains only theenirvalid data. However, temporal data processng i
very important in dynamically evolving systems, ustty, communication systems and also in
systems processing sensitive data, which incoegkahge would cause a great harm. It can also
help us to optimize processes and make futureidesi§2] [3] [4].

Current temporal systems are based on object kwatture extending the paradigm of the
conventional systems by the validity definition.rias number of data rows can define the same
object. However, it requires definition new intégrconstraints. The main disadvantage of the
object level approach is the effectiveness basedupificities and size of the whole structure. The
main criterion is the attribute granularity andgwency of the changes.

This paper deals with the proposed and developgedwde oriented approach, which enables
various sensor temporal data processing. The casgpacharacteristics are based on processing
time. Size is also significant factor. Althoughdardisc capacity is currently available, theretii s
need to effectively store and process data, bedaumsporal data are really extensive and contain
changes of the object states over the years [5] &veloped types of index structures are
compared based on their characteristics - loceg¢miote tablespaces.

2. Extended attribute level temporal system

The solution described in the previous section masahe attributes of the objects, whereas
the standard uni-temporal model works with the whalbjects. Extended attribute (column) level
temporal system can be considered as the improveshéme column level temporal system [6] [7]
[8] in the term of the performance and the simplicf the model management for the users. It is
extended by the definition of the type of the ofiera If the operation i¥Jpdate there is also the
reference to the data type tables with historiedlies.
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Existing applications are connected to the coneeali layer with actual values, thus program
can continue to operate without any changes. Thie part is to manage the table containing
information about the changes of temporal colun@@umn, which changes need to be monitored,
is temporal. If the value is changed, informatidiowat the executedJpdate is stored in the
developedtemporal_tableand historical value is inserted into to the tabbmtaining historical
values. Fig. 1 shows the complete structural moHedtorical values are stored in the special
section, each temporal data type has one tablaetebhy the identifier (primary key) got using the
sequence and trigger and the values themselves, Tt principle and system is similar to the
column level temporal system, but historical valmesagement and temporal table is different.

|  Application '

Conventional main tables I

MAIN_Tab_1 MAIN_Tab_2 | ... [ MAIN_Tab_n
N
h h N
Histowjcal tables wi%leted objects
[ Tab_1_deleted || Tab_2_deleted | [ Tab_3_deleted |

HIST_Tab_1

Temporaltable  (E—) | (755 S0

HIST_Tab_n

Tables with historical data

Fig. 1. Extended column level temporal system structure.

Management of the temporal table is completelyeddit. It consists of these attributes (fig. 2)

[71[8]:
» |ID_change- got using sequence and trigger — primary kethetable.

» ID_previous_change references the last change of an object idedtliiylD. This attribute
can also hav®lULL value that means, the data have not been updatedoythe data were
inserted for the first time in past and are stiliual.

» |D _tab — references the table, record of which has beenepsed by DML statement
(Insert, Delete, Update, Restoreenew validity of the object).

» ID_orig - carries the information about the identifietttoé row that has been changed.

* ID_column- holds the information about the changed attel{fgach temporal attribute has
defined value for the referencing).

» Data_type- defines the data type of the changed attribute:

o C =char/varchar, N = numeric values (real, integer, ...), Ddate, T = timestamp
This model can be also extended by the definitiotm@® other data types like binary objects.

» ID_row — references to the old value of attribute (if DML statement wa$Jpdatg. Only
update statement of temporal column setd\dit L value.

* Operation— determines the provided operation:

o |=lInsert, D = Delete, U = Update, R = Restore
The principles and usage of proposed operationdefieed the in the part of this paper.
» BD - the begin date of the new state validity of bject.
Complete management and principles of the DML statds are described in [9].
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Temporal_table

id_change Integer HH  (PK)
IZII;EFﬂtiIJI'I - ] upe-ratiun_dumain MM
id_tab Integer MM
id_orig Integer MM
bd Date NN

ialad e idla H O o

Fig. 2. Temporal_table

3. Index structures

One of the main features of optimization is basedising index structures. Temporal databases
are oriented for state management and monitorirgy tive time. Getting states and individual
changes in th&electstatement form the core of a major milestone t€iehcy and speed of the
system.

Oracle defines an index as an optional structuseaated with a table or table cluster that can
sometimes speed data access. By creating an imdereoor more columns of a table, you gain the
ability in some cases to retrieve a small set néloanly distributed rows from the table. Indexes are
one of many means of reducing disk I/O. If a heaganized table has no indexes, then the database
must perform a full table scan to find a value.

The absence or presence of an index does not eeguthange in the wording of any SQL
statement. An index is a fast access path to ardats However, it does not affect only the speed
of execution. Given a data value that has beenxetlethe index pointer reflects directly to the
location of the rows containing that value. Dat&asmnagement system automatically maintains
the created indexes — changessért, Delete, Updajeare automatically reflected into index
structures. However, the presence of many inderestable degrades the performance because the
database must also update the indexes. Moreoweptimizer does not have to use them, if the
full scan would be faster or if the index is noitaile for the query based on the conditions.

3.1. B-tree, B+tree

The index structure of the B+tree is mostly usedahee it maintains the efficiency despite
frequent changes of recordsigert, Delete, Updaje B+tree index consists of a balanced tree in
which each path from the root to the leaf has #meslength.

In this structure, we distinguish three types ade®- root, internal node and leaf node. Root and
internal node contains pointegsand values;, the pointel§ refers to nodes with lower values the
corresponding valueK(), pointerS,; references higher (or equal) values. Leaf nodegmeetly
connected to the file data (using pointers). B+&etends the concept of B-tree by chaining nodes at
leaf level, which allows faster data sorting. DB&€e uses the model of two-way linked list, which
makes it possible to sort ascending and descentiog,

Limitation of this approach is a small number ofaels (low cardinality). In that case, using
index does not produce the desired effect in tesmperformance (acceleration). However, this
disadvantage does not cover the temporal data atkastics. Another disadvantage is the lack of
support SQL queries with functions implicitly.

3.2. Inverted key B+tree

Index B-tree structure with inverted key is usedase of often requirement for tree balancing
(column value is obtained using the sequence amdritger - autoincrement) caused by frequent
execution of thénsert statement. Indexing will not use original key \glbut the inverted variant.
For example, for the key 123 is inverted key vaQéa.
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Other type of index structures are described in [6]

4. Tablespace localization

The performance characteristics are influencedhieyindex location and by the type of index
structure. In the first phase, data and indexedaoaaged in the same tablespace (MODEL 1). The
second type is based on indexes and data divistorseparate tablespaces, which are located in the
separate discs (MODEL 2). This allows more flexildsponse to the extension of the number of
data blocks and index construction changes. Thetypg is based on index localization in the
remote storage (server) and access using the retiM®DEL 3). The aim is to monitor the
network traffic and response of the system.

Each user has defined tablespace in which he @seraéhat tablespace is called default user
tablespace. However, before index definition, tieation of the tablespace can be defined [9]. Next
statement (fig. 3) shows the way to create tablespBhe fig. 4 shows the index definition located
in explicit tablespace.

create tablespace
kvet tablespace
datafile
' /home/kvetl/tablespace/kvet tablespace.dat'
size 50m
autoextend on next 10m;

Fig. 3. Tablespace definition

create index indl2
on temporal table(id orig, id previous change, bd) reverse
tablespace kvet tablespace;

Fig. 4. Index construction

5. Experiments

The aim of the developed structure is to addressldbk of data management with different
granularity and frequency of changes. The modefopmance is compared based on various
developed index structurdssert Update Delete(logical) andRestoreg(renew validity)operations
have been monitored to highlight time consumptierfggmance. The main criterion of quality is
the speed of the process8dlectstatement, which reflects the proposed index sirast Global
object changes over the time have been monit@ete¢t_obj Another fundament is characterized
by the duration to obtain actual snapshot of timeptaral databaseSglect_dp This section deals
with 9 different indexes, which are compared tolaecthe quality and usability of the system:

* noindex {(ndl).

» create index ind2 on temporal_table(id_orig);

» create index ind3 on temporal_table(id_orig, idvpres_change);

» create index ind4 on temporal_table(id_orig, bd);

» create index ind5 on temporal_table(id_orig, idvgres_change, bd);

» create index ind6 on temporal_table(id_orig) reggers

» create index ind7 on temporal_table(id_orig, idvpres_change) reverse;

» create index ind8 on temporal_table(id_orig, bagrse;

» create index ind9 on temporal_table(id_orig, idvpres _change, bd) reverse;
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Experiment results were provided using Oracle Dadabllg Enterprise Edition Release
11.2.0.1.0 - 64bit Production; PL/SQL Release 01120 — Production. Parameters of used
computer are: processor: Intel Xeon E5620; 2,4G3zdres), operation memory: 16GB, HDD:
500GB.

Complete number of each operation was 10 00€e(t, Update, Delete, Restpré&Number of
updated temporal attributes has been generatedl, iatnber was 24 965. Minimal number of
operations on the object was 3, maximal number ¥sthe average value was 5,49&elect
statement monitors the changes over the whole iimegval of object existence. Processed data
were generated based on real data pattern fromtiiBgent transport systems — traffic monitoring.
Processed table consists of five temporal colurdate( integer, number, varchar, date data type).

Next table consists of the experiment results €roads) based on defined models.

Operation Indl Ind2 Ind3 Ind4 Ind5 Ind6 Ind7 Ind8 Ind9
Insert 13,02 | 14,71 | 15,60 | 14,49 | 15,44 | 1509 | 14,78 | 13,92 | 14,26
Update 52,18 | 21,46 | 20,62 | 24,25 | 22,70 | 21,70 | 21,72 | 21,80| 20,85
Delete 40,35 | 16,01 | 17,18 | 18,34 | 1837 | 15,56 | 16,84 | 18,07 | 17,53
Restore 42,97 | 17,85| 17,65| 17,68 | 1832 | 17,23 | 18,76 | 16,95 | 17,78
Select 77,02 | 25,21 | 25,25| 25,57 | 26,04 | 2511 | 25,18 | 25,15| 25,17

Tab. 1. Experiment results — MODEL 1

Operation Indl
Insert

Update

Delete
Restore
Select

Tab. 2. Experiment results — MODEL 2

Operation Indl Ind2 Ind3
Insert 13,23 | 15,550 | 15,09 | 13,87 | 13,07 | 13,84 | 14,73 | 15,02 | 14,58
Update 48,89 | 20,51 | 22,33 | 20,33 | 19,75 20,81 | 21,29 | 21,36 | 22,82
Delete 3896 | 14,98 | 17,25| 18,13 | 18,08 | 17,86 | 17,72 | 18,34 | 15,92
Restore 44,96 | 19,04 | 17,36 | 17,57 | 16,60 | 16,73 | 18,25 | 18,67 | 19,55
Select 81,01 | 28,49 | 28,89 | 2858 | 2854 | 28,59 | 31,88 | 29,22 | 28,69

Tab. 3. Experiment results — MODEL 3

Evaluation is performed using three main criterithvemphasis on weight. The criterion 1 uses
the same weight for all operations (statementsg @ititerion 2 represents the standard temporal
access. The most important (most frequently usedppnance statement &lectandUpdate The
last (third) criterion is used for uncertain wirgdecommunication protocols. The basic element of
the processing is based on number of operatiorspectively importance of the operation
(statement) with regards of the whole performamseilts. The principle of weight management is
described in [6].

T = z w, *T, | ={ Insert,UpdateDelete RestoreSelect (1)

iol

Statement Criterion 1 Criterion 2 Criterion 3

weight
I nsert 1 0,1 0,02
Update 1 0,3 0,23
Delete 1 0,1 0,17
Restore 1 0,1 0,18
Select 1 0,4 0,4

Tab. 4. Criteria weights
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For the first model (data and indexes are locatetthé same tablespace, in the same disc), the
best solution provides inderd6 based on object identifier, which value is proedseeversed —
crit. 1. Indexind6 is also preferred by the criterion 3. However, best performance based on
criterion 2 is indexind9. Thus, it is very important to set right weights é@don the application
domain.

If the index is located on another disc and taldesgmodel 2), the best criterion provides in all
cases indexnd9, which consists of three attributes — identifiertloé processed objead( orig),
identifier of the last change on that objadt previous_changeand begin date of the validitD).
Accordingly, indexind9is a B+tree with inverted keyegverse.

Processed index can be stored also in the tabkesdpeated in the remote server (model 3). In
that case, all criteria prefer indexd5, which is not reverse. The global slowdown comgaméh
the model 1 is about 2,8s (criterion 1), which esponds 2,51% slowdown caused by the network
data transfer. All data experiments were providadgiuniversity infrastructure (1Gb throughput).

6. Conclusion

Conventional database principles are based on rear&g actual valid states of the objects.
Temporal solution extends the definition by theidigl. Standard temporal systems deal with the
whole objects as granularity. Effective managinggeral approach is the main criterion. The aim
of the proposed attribute level temporal modebigdver the granularity problem and variance of
update frequency. A significant aspect is just grenfince reflected to processing time and size of
the structure. Temporal index structures and tbeation can significantly improve performance of
the system. The developed system is compared loasé index performance and tablespacing. In
the future research, the system will be extendethéylistribution and parallelism management.

Acknowledgement

This publication is the result of the project implkentation:

Centre of excellence for systems and services t#ligent transport, ITMS 26220120028
supported by the Research & Development Operati®rajramme funded by the ERDF and Centre
of excellence for systems and services of intatligeansport Il., ITMS 26220120050 supported by
the Research & Development Operational Programmeeit by the ERDF.

Agentlra
ol Ministerstva Skolstva, vedy, vyskumu a Sportu SR
" === pre Strukturalne fondy EU

PODPORUJEME VYSKUMNE AKTIVITY NAOVENSKU
Projekt je spolufinancovany zo zdrojov EU"

References

[11 Codd, F. E.: A Relational Model of Data for Larghafed Data Banks — Communications of the ACM, \&pl.
1970, No. 6, pp 377-387.

[21 Date, J. C.: Date on Database. Apress, 2006.

[3] Date, J. C.- Darwen, H.- Lorentzos, A.N.: Tempalata and the relational model. Morgan Kaufmann3200
[4] Jensen, S. Ch.- Snodgrass, T. R.: Temporally EmthDatabase Design. MIT Press, 2000.

[5] Johnston, T.-Weis, R.: Managing Time in Relatidbatabases. Morgan Kaufmann, 2010.

[6] Kvet M.: Temporal Data Approach Performance, Irodeedings of International Conference CSSCC 201i6nW
March 2015, pp.75-83.

[71 Kvet, M.-Matiasko, K.: Epsilon Temporal Data in MRResults Processing, In: Proceedings of the 10th
International Conference on Digital Technologiesy 2014, pp. 207-219.

[8] Kvet, M.-MatiaSko, K.-Kvet, M.: Transaction Managent in Fully Temporal System. In: Proceedings ofSi-
AMSS 16th international conference on computer iodeand simulation, Cambridge, March 2014, pp7-1462.

[9] Ozsu, M.-Valduriez, P.: Principles of DistributedtBbase Systems, Springer, 2011

-32-



TRANSCOM 2015, 22-24 June 2015
University of Zilina, Zilina, Slovak Republic

Musical Instrument Recognition Using Selected Audio Features

"Miroslav Malik, Michal Chmulik, Da3a Ticha
"University of Zilina, Faculty of Electrical Engineeg, Department of Telecommunications and
Multimedia, Univerzitna 2, 01026 Zilina, Slovakiiroslav.Malik, Michal.Chmulik,
Dasa.Ticha}@fel.uniza.sk

Abstract. This article deals with a recognition of 13 tym#sEuropean orchestral musical instruments by
classification methods kNN and GMM with an applicatof 7 substantive and 2 combinations of audio
features, namely MFCC, formants, LPC, LSP and derifeatures. The main goal was to investigate
suitability of tested features for selected clasaifon methods.

Keywords: recognition, musical instruments, audio featu&gM, kNN, MFCC, LPC, LSP.

1. Introduction

The musical instrument recognition (MIR) is onecafrent tasks of semantic analysis of audio
content and it finds an application in the automatidio content indexing or data retrieval systems.
There is a huge amount of digital musical recordailable nowadays, often not very exact
describable by a text, and the automatic musicfuments recognition can make this task easier.
Another possible versatility of MIR is in an autdmanusical record annotation, structural coding,
also for several software used by musicians.

Scientists worked on the detailed analysis of nalsicstrument’s audio features since 1950.
First researches in MIR task comes in the ninetrespost cases with a small number of musical
instruments and a limited scale of musical instminéater on, K. Martin and Y. Kim creates a
system which worked with isolated tones of fulcpiranges of 14 musical instruments. In this case,
the k-Nearest Neighbour algorithm (kNN) acquittedtlae best method of classification. Musical
instruments was classificated by a hierarchicahiggcture which recognize an instrument family
at the first place and then it recognize a pardicuhstrument from the given instrument family.
Audio samples were divided into 70% for trainingl &@9% for testing data and it gave the results of
72% precision for an individual instrument and 9®%¥cision for classification into 5 musical
instrument families [1]. Another extensive resedrcthe automatic musical instrument recognition
and audio features deserved A. Eronen in his w@2i3], where he experimented with 30
orchestral musical instruments and he reached ticeessfulness of the classification of an
instrument family up to 94%.

In commercial area, the musical instrument recogmistill lags behind the speaker and speech
recognition. Essentially, it is caused by the thett speech bears a far more valuable information,
often easier describable than music.

2. Audio Features

It is necessary to describe an audio signal byén&ain group of parameters which sufficiently
precise represents properties of an audio sigma fwossible analysis of an audio record from the
view of its content. This parameters are calledaudio features. In general, we could divide the
audio features into 3 basic groups: temporal, speahd statistical.

Temporal features are obtained directly from sampliean input audio signal (for example
coefficients of FIR, IIR, LPC or the number of zerossing, etc.). Spectral features are obtained by
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transforming of the original signal into frequendgmain, where coefficients of FFT, cepstral

coefficients, or the spectral centroid may be noer@d as typical representatives and statistical
parameters describes the signal properties indima of statistics (the mean value of the signal
energy, skewness coefficient, spectral slope,.etc.)

Currently, there is a huge amount of audio featutespercentage of classification depends on
the discrimination capability of selected audiotéeas. For our tests have been selected groups of
features listed below. The parameterization of auelcordings has been performed using the freely
available tool openSmile [4] and it has been aplptie frames of the length of 30 ms with the half
overlapping using the Hamming window function.

2.1. MFCC

The Mel-Frequency Cepstral Coefficients are onenost common features in areas related to
the speech processing (speech recognition, speakegnition, speaker verification, etc.), but it
finds an application in the task of semantic analgg audio content such as the general sound
recognition, the musical genres recognition aneisth

The MFCC are obtained as follows. The input sigeadt first transformed into the spectral
domain (typically using the FFT) and then the sigrders the filter bank with the Mel frequency
division, then follows a block of the cepstral s&rmation which is the non-linear transformation
(typically the logarithm operation), and finallyhe¢ MFCC are obtained by the inverse
transformation (typically the DCT). To the MFCC aiso added the dynamical features of signal
describing temporal changes of the spectrum, warehvery important in the human perception of
sound — the\ coefficients and thAA coefficients.

22.LPC

The Linear Prediction Coefficients are obtainedthg linear prediction (LP). This method
which is derived from the speech production mosehased on the simple precondition thatrthe
th sample of the speech signal can be replaceldebynear combination of previo@¥samples:

s(n) = —il a .s(n-i). (1)

For a calculation of prediction coefficients is mbgquently used the autocorrelation method
and Levinson-Durbin’s algorithm. Although the limngarediction method was originally designed
for applications related to speech, it has a Siganiit application in other areas too, because with
sufficiency high order of the predictor can verycwaately describe the spectral envelope of the
signal.

2.3 Derivatesof LPC

The origins of the LP analysis dates back to th&es of the last century and over years there
have been successively proposed modifications énfdnm of taking into account the human
perception of sound by applying the bank of filtesth the Mel’'s scale or an application of cepstral
transformation. Thus, there are new features sscthe perceptual linear prediction coefficients
PLP, the linear prediction cepstral coefficientsd or the perceptual linear prediction cepstral
coefficients PLPCC.

The LPCC are obtained from the LPC by the cepstiakformation as in the case of the MFCC.

The PLP are obtained from LPC coefficients by apliegtion of the Mel scaled filter bank,
similar to the MFCC.

Applying the Mel scaled filter bank on the LPC ttge with the cepstral analysis gains the
PLPCC.
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Another derived group of features are the LSP aoefits (Line Spectral Pairs), which are
gained by decomposing of the predictor to a symmatrd an asymmetric part representing zeros
and poles of the LP filter. These features arecafly used in the speech coding.

2.4 Spectral coefficients

As mentioned above, by a suitable transformatidtT(FDCT, wavelet, etc.) the original temporal
signal can be converted to the spectral domain.
In our tests, the FFT coefficients has been usitérefd in octave bands supplemented by
following coefficients derived from the FFT:
» spectral roll-off — determines a threshold bellowiatr the biggest part of signal energy
resides
» spectral flux — describes a time change in a spectf the signal
» spectral centroid — represents the balancing mditite spectral power distribution
» spectral spread — determines variance of the spactr
» spectral skewness
* spectral kurtosis
» spectral slope

2.5 Formants

The formant as a term is perhaps the most frequeas#d in the connection with the speech as an
indication of the resonant frequency of the vocatttmodel, but in general it is defined as thekpea
in the spectrum of signal. With formants, the sp@@nvelope can by described like using the LPC.

3. Classification methods

There are several classification techniques usedlfssification of audio content. They are
based on comparing the similarities between unknioyat audio files and known sounds. In the
past, the sound processing used the intuitive cadsgraof functional vector patterns. Current
studies of acoustical properties favour statisticeldels because they provides more flexible
probabilistic results. The most common methods lakgification are based on the Gaussian
Mixture Model (GMM), Hidden Markov Model (HMM), k-Barest Neighbours (KNN), Artificial
Neural Networks (ANNSs), Vector Quantisation (VQ)YaBupport Vector Machines (SVM).

3.1 Gaussian Mixture Model

The density in component models is expressed asearlcombination of density functions. A
model withM components can be written in the form:

p(x)=>" P(j)p(x! }). 2

j=1

where parameter$(j) are called mixture coefficients which represenbtbabilities of j-th
component. Pagi(x|j) represents parameters of density functions whipltély fluctuate aroung
The condition is that the function must not be tiegaand should integrate to 1 over its entire
definition field. A limitation of component’s coédients

ip(j):l 3)

0<P(j)<1 (@)
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ensures that the model will represent the prokglitinction.

The component model is generative and is usefuh gsocess of generating samples from
represented density. The first pEomponents is randomly selected with probabify). It just
depends on choosing the form of density componéitst forms of the Gaussian mixture model
are known, each of these Gaussian distributionglifi@sent form of the covariant matrix:

* spherical
» diagonal
* complete

* PPCA (Probability Principal Component Analysis)

To maximise the similarity of the GMM data is uss@ Expectation Maximization algorithm
(EM). EM is appropriate for reprocessing of problewith the equivalence of minimizing of
negative record of similarity in data set using riblation:

E=-0= Z,j“log p(x”), (5)

which is regarded as an error function [5][1®].represents the set of parameters of GMM which is
needed to find.

After the a proper training of the model, the GMMthod becomes very efficient and fast tool
for classification, which is computationally inexpseve.

A disadvantage may be the absence of a higher sigieal information.

3.2 k-Nearest Neighbours

The main principle of the kNN algorithm is very gil@ and it is based on a comparison of data
distances in selected feature's space. A moreairddta are closer together than a less similar. dat
An input data of algorithm are divided into a tiagnand a test data. The training data are dasa set
which are divided into groups, each group charastesne class. The KNN seeks certain distance
surroundings for each element of the test datae-n#ighbourhood, containirkgtraining elements,
respectively the reference data, and on the b&siertain criteria — most often the majority rule —
algorithm assigns the tested element to one ofsetasThe final determination of class by the
majority voting can be described as follows:

y  =argmax, z L(v=1y;), (6)
(xy)ID,
where the functiori(...) is equal tol(true) = 1; I(false) = 0; coefficientv labels the class ang
labels the class of thenearest element.

Despite the simplicity of the algorithm, this methgives good results and is used as well as a
verification method. Additional advantages of thBIN« include ease of implementation and
flexibility. As the main disadvantage is considetbkd fact that the training data must be stored in
memory and that the kNN do not create a complexeahfsdm the training data, thus saves some
time, but very comparison is time dependant orsihe of the database of training elements [6].

4. Database of selected musical instruments

The database of sound recordings of musical ingniisnis based primarily on the database of
Electronic music studios at the University of lowkhis database contains audio recordings,
particular string and woodwind musical instrumetitat play individual notes of the chromatic
scale across the full spectrum of musical instrunmaiuding various playing techniques typical for
some instruments, for exampeco, pizzicato, or vibrato. Sound recordings also involves various
dynamics of played tongp, mf andff, and thus sound samples represent the entire dgnam
structure of selected musical instrument. Recosliwgre performed in the anechoic chamber in
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Wendell Johnson Speech and Hearing Centre, mostgrded by the condenser microphone
Neumann KM 84 with cardioid characteristics, theapke frequency is 44,1 kHz and bit depth is 16

bit. [7]

Overall, 10 classes of instruments has been ugettd@ining and testing, with its durations, the

TRANSCOM 2015, 22-24 June 2015
University of Zilina, Zilina, Slovak Republic

number of clips and the numbers of the classe=dlist Tab. 1.

No. of Class Duration No. of
class [hh:mm:ss] clips
1 bassoon 00:04:33 15

2 flute 00:25:56 43

3 oboe 00:05:58 12

4 violin 01:09:58 71

5 clarinet 00:28:54 36

6 bass 00:44:31 75

7 French horn 00:04:19 12

8 saxophone 00:30:29 42

9 trombone 00:17:24 24
10 trumpet 00:32:39 24
11 tube 00:04:06 8

12 viola 00:15:43 29

13 cello 01:12:15 76

Tab. 1. Composition of the musical instruments database.

5. Resaults

Determining of success was realized y-measure. ThE-measure (alsb-score or;-score) is
frequently used statistical precision, for exampie,a data retrieval or machine learning. It is
defined by the equation:

F= 2.P.R’
P+R
whereP (Precision) is s the number of correct positivaihes divided by the number of all positive

resultsR (Recall) represents the number of correct positesults divided by the number of
positive results that should have been returned=asdhen a weighted averagePandR.

(14)

Features No. of F — measure accuracy (%)
features kNN GMM
MFCC 12+12+12 74,62 81,04
LPC 20 82,31 82,74
LSP 20 86,08 76,36
PLP 20 41,51 50,84
PLPCC 20 46,68 54,79
Spectral 24 55,01 48,72
Formants 10 35,96 37,15
MFCC + LPC 56 75,70 73,75
LPC + LSP 40 87,23 85,36

Tab. 2. Classification results.

The entire database was divided into 2 parts, 780t&6, where the bigger part was used as the
training data and the smaller part for testing.

According to the results of KNN method using MFC@r&vthe results achieved 74.62% and
81.04% for GMM, and therefore it is possible to #e similarity with the results in [1] where the
same division ratio was used for distribution adqassed data into training and test.
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6. Conclusion and futurework

The aim of the experiment was to assess the abilitgcognition of musical instruments using
kNN and GMM methods. These methods achieve the fwest percentage 87.23% for the
combination of the LPC and the LSP coefficients tfte kNN and 85.36% for the GMM. These
audio features show the best results even in septsts and they overcome in practice the most
commonly used MFCC coefficients, and therefore tlagypear to be suitable for use in the
processing of not only speech but also musicatungnts. By this experiment, the long computing
duration of the kNN was confirmed, so the practaggplication for general use can be still limited.
For this application, the GMM seems more suitaldeanise it was time-consuming just during a
model creation, the classification was carriedreldtively quick.

In the future, the model of experiment could beeagied by other audio features such as the
rise time, fall time and others, and the hierarahitistribution of musical instruments could be
included. Also, the classification could be perfechwith use of the SVM or some other methods.
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Abstract. This paper deals with localization method of siAgjkeinductively coupled RFID transponders
(called markers) which are used to mark of undenggicfacilities such as cables, pipes etc. The izet@bn
method based on grid dip oscillator (GDO) principled using serial or parallel LC resonant circiit a
antenna is analyzed. The proximity to the marketeitected by decreasing of current in the sersdmant
antenna circuit of locator or by decreasing of agdt in the parallel resonant antenna circuit ctimc This
localization method continuously radiates electrgnadic waves into the space. For mathematical nraglel
the differential equations are used for both cafemtenna resonant circuits. The sensitivity ail@ation
depends mainly on the distance between coils okenand locator antenna.

Keywords: Serial resonant circuit, parallel resonant circsingle-bit RFID transponder, localization,
marker.

1. Introduction

Inductively coupled RFID (Radio Frequency Identtion) systems [1] are being used for
marking of goods, animals, for electronic accessrob systems to building, train and bus tickets
etc. In addition to these applications the RFIDns$monders are being used for marking of
underground facilities location. Such RFID transgens are called “markers”.

The localization of the passive markers is proeesghich the presence of marker is detected
by a localization device (locator) and distanceneein the marker and the antenna of locator is
estimated. This localization method is RSSI (Res@i8ignal Strength Indicator) based [2].

In [3] the authors describe localization methodselda on damped oscillations and on
continuous radiation of electromagnetic waves. démmped oscillation based localization method is
modelled by the differential equations and the icmmatus radiation based localization method is
modelled by the algebraic equations and complexedapces. This paper will describe the
continuous radiation based method only and it Wl analyzed by the differential equations to
observe transient phenomena. Next, the serial anal@l resonant LC circuit as locator antenna
will be analyzed. The proximity of marker resonanctuit to the locator antenna will be detected by
decreasing of the current or voltage in antennait€lit (serial or parallel).

2. Mutual Inductance

Important quantity in all the models is the mutumaluctanceM [3], [4]:

M = JLgL, r2r? cosd

2, 2\ 1)
\/E(rR+x )2

where Lr and Ly is inductance of locator antenna and marker codspectivelyrr is radius of
RFID locator antennaj is radius of marker coik is distance between the locator antenna and the

-39 -



TRANSCOM 2015, 22-24 June 2015
University of Zilina, Zilina, Slovak Republic

marker and is angle between coil of locator antenna and miazéi (note that if¥ = 0 ° then coils
are parallel).

3. Mathematical Modél of Localization Based on GDO Principle

This localization principle assumes that the RFH2akor continuously radiates the high
frequency waves into the space. In dependenceendistancex between coils the marker resonant
circuit influences on the curren(t) or voltageucg(t) in locator antenna circuit.

3.1. Serial Antenna Circuit

Schematic diagram of this model is shown in FigThis model consists of serial resonant
circuits in the locator side and on the transporfderker) side, too. This model can be described
by the following system of differential equations:

LR% + Ry, () + CiRJ:il(r)dr -M % =u,(0),

2)
M i i[' - M =
L =2+ Ri 0+ & {lz(r)dr M= =0.
Next, assume that the signal source in the Fig.narmonic i. e.:
u (t) =U,sin(at). 3)

The system of integrodifferential equations (2) tnobe modified into numerically solvable
form (4) by substitutionk(t)=i(t), xa(t)=dis(t)/dt, xa(t)=ia(t), xa(t)=di(t)/dt. Then we get the®1
order system of differential equations [5]:

dx(t) _
=)

% = ax, (1) + ax,(t) +ax{t) +ax {t) —a g cosat)

dxs(t)
dt

dx, (t)
dt

(4)

=%,(t)

= by (1) +bX,(t) +bx(t) +b x ft) ~b U cos(at)

where individual coefficients are given by (5).

RFID locator Marker (ransponer)
Rr M:
L] )
N L
L
wo| ; ™
|1@ 2 _—
CR RT CT
distancex

Fig. 1. Model of localization based on continuous exaitativith serial antenna circuit.
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If the marker is not in the locator reach i.xe>cc then from (1) it results that the mutual
inductanceM=0. In this case the currenft) has maximum valuB.x, Which is measured in steady
state after the time=2.5 ms. The proximity of marker then can be detkdt¢he steady value of
currentl; measured after timte= 2.5 ms is decreased by;:

Al = ||y =1 (6)

The time course of currenit) in the RFID locator circuit (Fig. 2a) was numailg calculated
from the system (4) for these parameters of thelevimodel:

= Voltage of signal generatoi=10 V, frequency=125 kHz, i. ew=22f=785.4 krad/s

= Distance between coils0.3 m, angléd =0 °

= Radius of coilgg=0.1 m,r=0.1 m

» Cr=1.621 nF,Lg=1 mH, Rs=15.7 Q, i. e. the antenna of locator has resonant fregyuen
fr=125 kHz, the quality factor dfzrCg tuned circuit iQr=50

= Ct=1.621 nFL+=1 mH,R;=7.85Q, i. e. the resonant frequency of markefzl25 kHz, the
quality factor ofLrCg tuned circuit iQr=100.

03 . . 10" "
107
2 \\\\
— = N\
s E‘ 107} \\
S - . NG
- < 107
10%1 —
03 - : ©
0 1 2 3 10 0.5 1 1.5 2
time t[s] x10° distance x [m]
a) b)

Fig. 2. a) The time course of curreijft), distancex=0.3m. b) Detectable current change versus distance

3.2. Paralld Antenna Circuit

The schematic diagram of this model is shown in BigThe principle of marker proximity
detection is the same as in the previous modetHamutifference lies in utilization of parallel LC
circuit instead of the serial circuit in the locagmtenna.
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RFID locetor Marker (ransponer)

Fig. 3. Model of localization based on continuous exditativith parallel antenna circuit

This model can be described by the following systémhifferential equations:

Rlila)+C—tii1(r>dr—c—tioiz(r>dr:u1<t>

LEIOMNEY 1 14 diy(t) _
Le Idf ), RRuz(t)+C_R£|2(r)dr—C_R£|1(,)d,_M dE ) —o -

9O, i+ i di (1) _

L= +RT|3(t)+a£|3(r)dr—MT_o

The signal source in the Fig. 3 is harmonic in agance to (3). The system of
integrodifferential equations must be modified intamerically solvable form (8) by derivation and
by substitutionx;(t)=ix(t), a(t)=ia(t), Xa(t)=dio(t)/dt, X4(t)=is(t), xs(t)=dis(t)/dt. Then we get the®1
order system of differential equations:

dxl(t):alchos(aI)_ 1 x (t) + 1 X,(t)

o R CcR'CR
(1) _

20 -0
D0~ a0 +ax,0 raxrax O +ax ) (8)
i, (1) _

“t = )

dxét(t) = -y, (1) +,%,(t) + bx(t) +b x [t) +b x {t)

where individual coefficients are given by (9).

L, M
= = - b=
BT CR(MZ_LRLT) h =0 CR(MZ_LRLT)
_ RL __RM
% MZ—LRLT ® l\/|2—LRLT
(9)
— M - Le
C/(M7-LL,) G (M2-LL)
__RM __RL
8= b =
M2 -LgL, M2 -L.L,

If the marker is not in the locator reach i.xe> then from (1) it results that the mutual
inductanceM=0. In this case the voltageg(t) has maximum valutcrmax, Which is measured in
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steady state after the time reacke®.5 ms. The proximity of marker then can be detbdtehe
steady value of voltagdcg in timet = 2.5 ms is decreased BYcr:

AUCR = |UCR max| _|UCR| (10)

The time course of voltagacg(t) in the RFID locator circuit (Fig. 4a) was numaeitlg
calculated from the system (8) for these parametietise whole model, which are similar as in the
previous chapter:

Voltage of signal generato=10 V, frequency=125 kHz, i. ew = 2zf = 785.4 krad/s

Distance between coils=0.3 m, angl&=0 °

Radius of coilgg=0.1 m,r{=0.1 m

ResistorR;=100 kK2

Cr=1.621 nFLg=1 mH,Rs=5 Q, i. e. antenna of locator has resonant frequégci25 kHz,

quality factor ofLrCr tuned circuit iQr=70

» C=1.621 nFL=1 mH,R=7.85Q, i. e. resonant frequency of markefds125 kHz, quality
factor of LrCr tuned circuit iQr=100.

S N
= \
O
3 =
. .
. 0.5 1 1.5 2
time t[s] x10° distance x [m]
a) b)

Fig. 4. a) The time course of voltageg(t), distancex=0.3 m. b)Detectable voltage changdeicr versus distance

4. Conclusion

The analyses presented in this paper are a cotibtnuaf analyses described in the paper [3]
where another method of marker localization (basederiodic marker excitation and response
sensing) was described. The signal amplitude retufrom marker falls rapidly with increasing
distance between locator antenna and marker whiekident from Fig. 2b and Fig. 4b. The signal
amplitude depends inversely on tH gower of distance, because the mutual inductaride(1)
depends inversely on“3power of distance and the analysis based on aigekguations in [3]
showed that the signal amplitude depends inversely?® power of the mutual inductance.
Therefore the real maximum distance of marker pnityi detection is no more than 2 — 2.5 m.
These mathematical models will be helpful to desigw simplified locator antenna consisting of
only one coil. At present, the commercial markealors has two or three coils in antenna.
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Abstract. There is a wide use of WSN technology in manydBeEspecially applications placed in terrain
need to minimize their energy consumption. In gaper we analyze in which field the consumption oy
decreased and using what kind of algorithm we ea@pkhe WSN operating as long as possible. There ar
discussed three main fields — sensing of signapnocessing of the gained signal and communication,
especially sending data to the sink node. Therdsis idea how to use methods of compressed settsing
save energy of nodes.

Keywords: WSN, energy consumption, compressed sensing.

1. Introduction

Wireless sensor networks are state of the art enfigld of intelligent environments. Using
WSN, it is possible to monitor required informatitnom surroundings. This system consist of
spatial deployed autonomous sensor devices, whietalale to interact. Devices are deployed in
monitored area and they evaluate status of givgecbkBasic unit of this networks are modules
(nodes) with implemented sensors based on requirsnad application. As an example can be
mentioned sensing of acoustic emissions from t@mspensing the movement of people in
buildings, obtaining of metrological data or widgeuof WSN in intelligent buildings. Interaction
among individual nodes is ensured via RF commuimicatAccording to [1], currently 99% of
installed sensors communicates using wires. Expeotdor the next 10 years shows that WSN
technology should cover 10% of all sensor netwofBsrrently, there is an expansion of the
applications of the “smart” sensors. The differebedveen standard and intelligent sensor consists
in the additional abilities of an intelligent sens@hile standard sensor node sends obtained data
only to headquarters, intelligent sensor node ipabke of pre-processing this data before
transmition and send only partial or complete issaind thereby reduce the demand on the
transmission channel. Communication in WSN is Igr¢jenited. It is often necessary to place the
nodes in the places with absence of power sourbiEhwesults in considerable energy constraints.
The power needed for processing and transmissientidhée adapted for this requirements. The
nodes have defined permeability depending on tipdicgtion and the available amount of energy.
Using WSN technology requires minimum requireméotsnstallation and maintenance. We work
with idea how to optimize the consumption of WSNngsmethods of compressed sensing. The
compressed sensing is a method used for captugngld2], [3], based on sparse sampling under
the conditions that the signal has to be spars®mme domain. This fact results in reduced number
of measurements and simplify the process of obtgiiata of the surroundings and thus saving
energy of network elements.
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2. Consumption of WSN

One of the reasons for formation of the WSN isrtbed for placing sensors (static or portable)
to remote or inaccessible terrain without establisimfrastructure. In such an environment there are
not any permanent sources of electrical energysadae, which could be supplying the nodes. In
WSN applications, there is still effort to minimizensumption. Electrical power is consumed in
the subsystem for capturing signal, the signal ggsinig subsystem and the communication process.

2.1.Capturing the signal

To obtain information from environment, it is nes&y to capture continuous variables using
sensors. This may either be an acoustic, therntehsanic parameters, data of humidity, pressure
or speed and many others. In order to processataehy digital means, they need to be represented
in an appropriate digital format. A considerableoamt of energy is consumed just in process of
analogue to digital conversion of signal samplascédthe signal is digitized, the characteristics of
the obtained signal are fixed and there is no pddgito change them. Two basic operations of
analog to digital conversion (sampling and quatibrg directly affect the characteristics of the
digital signal. The conventional approach of signal sampling isniet the Shannon's theorem,
which states that the sampling frequency must heletp or greater than twice the maximum
frequency found in the measured signal. In genenad, expect deterministic and periodic
(equidistant) sampling. The sampling model, whére signal samples are taken at intervals of
constant duration, is the most widely used. Itle&acthat this approach for obtaining the samples
appears to be the most natural and has severahtagpes. It was introduced some time ago and for
some applications is not suitable. For example,nnda@mples should be taken at random intervals
or even at random points in time, because of s@agons. Studies show that the randomness of the
sampling may not always be negative. Irregulariiesg the same benefits, such as suppression of
aliasing. Even in case of energy saving randomoas$provide good results.

— rigiral sigaal

— Jamples

Al N
N \ A P
)/ Qx/ J 1

———— Aliams J

titae

H

Fig. 1: Periodic sampling — alias effect

Alias effect results to uncertain representatiosighal, it can be seen at Fig. 2. These samples
of signal can be used in reconstruction for crgatriginal sinusoid. Sine wave plotted in black,
corresponds with the data. However, if we follow ffossibilities of the reconstruction process, we
see that other sinusoids of different frequenciee aatisfy the taken samples. There are known
methods how to avoid such complications, e.g. uamgliasing filter.

Fig. 3 shows how the alias effect can be avoideddigyg non-uniform sampling. Sinusoid of
the same frequency as in the previous case wade@nhp this case, distances between samples on
the time axis are not the same. From the figuiseseen that only one sinusoid fits all samples.
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Based on using random sampling, the system foabkgmcessing can be developed. Choosing
between periodic and irregular sampling is perfarméth respect to functionality and quality of
output applications. Although the periodic samplisgreferred with high frequencies, the desired
sample rate can exceed the capacity of the systerm,is suitable to choose an irregular sampling.
However, demands on signal processing increased @&decessary to use a special and complex
algorithms in reconstruction process.

titme
v r
w Aliazesinperiodic
Samples sam plitg m ode

Fig. 2: Aperiodic sampling —alias effect suppressio

2.2.Preprocessing of the signal

After the sampling process of the signal, the ghisemples should be preprocessed in order to
extract the required information. In the case afquic sampling, it is not always necessary to use
all collected samples. Therefore exists compresasiethods of signal preprocessing, which will
reduce the number of data. When a compressed gdaasised, signal is directly sampled according
to the characteristics of the class of signalsthsd samples are taken only in certain random
intervals and there is no need for further compoessvhich reduces the pre-processing and hence
saves power of the node.

In digital signal processing, we analyze the signatlifferent areas, for example in time or
frequency domain. Most often a discrete signak@esented in the spectral range in which it is
taken using an appropriate transformation. The$erdnt transformations are computationally
demanding.

2.3.Communication — data sending

The most burdensome factor in terms of consumptioWSN is communication, especially
sending measured data. Therefore, we try to retheegolume of data transferred. There are three
approaches. The first approach uses signal progpssethods to evaluate the data and then only
the useful information (final result) is send, whidue to the low volume of data minimally spend
the energy. In the second approach, characterigimsameters) of the signal are send. In some
cases it is necessary to send the whole captugedlsiwhich is the third case. Using the periodic
sampling the volume of transmitted data is vergdaiSparse sampling can dramatically reduce the
amount and send only useful samples.

In case of selecting sparse sampling, the digigglad processing has to work with algorithm of
high computational complexity, which results in imcrease of processing power and therefore
consumption. In this paper we consider WSN systantdllecting data as represented if following
figure (Fig. 3). The nodes will be used only foptaing physical quantities using sparse sampling
which will save their energy. For sending datahe tentral node will be used the third type of
communication, thus sending all the samples. Whih ¢compressed sensing the volume will be
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smaller, so it is way to save energy. In the cénmiede there will be applied reconstruction

algorithms.
2 o

P i

Q
O

O Node
Q @ Routing node
\

e
O gio @ Ccentral node
o) of CI)

Cluster - Tree

Fig. 3: WSN topology with central computation node

3. Compressed sensing in applications

Compressed sensing can potentially be used in @lications, which are designed to
reconstruct the signal obtained by linear measunésnén the case of a periodic sampling of a large
number of measurements (complete set of measurgnehis process is expensive, time-
consuming, sometimes dangerous and not alwayshbp@sdihe condition is the sparsity of the
signal in a suitable base. In the computationalagraphy (CT), it is necessary to obtain a picture
of the patient's body from different angles usingraXs. Collection of the complete set of
measurements would expose the patient long andedaung dose of radiation, so the number of
measurements should be minimized and should gewsransufficient quality of image for medical
purposes. These images have usually areas whase igatonstant, so it is a sparse representation
of signals and compression sensing techniquesiaat o use. In fact, this problem led the research
and development of methods of compression sending [

Magnetic resonance imaging (MRI) is, like CT esséribol, used for diagnosing patients.
Although the patient does not expose hazardousatradj association with it inherently slow
process of data acquisition. The introduction of #tompression sensing offers a significant
reduction of time required for scanning, benefits both patients and economics. Other
applications where is development in this areatheeradar bases. Since they monitored only
a small number of targets, the signal sparsityxjeeted.

There is a big expansion in WSN applications usiagpression sensing, mainly due to the
effectiveness of the node work. The application ¢&hls with the collection of scalar physical
guantities, e.g. monitoring temperature change igiven geographical area for a certain time.
A study [6] deals with deterministic deploymentraides to detect sparsely occurring events. Event
detection is one of the main applications of W3k tssue using compression sensing is engaged
in work[7].

4. Conclusion

WSN was analyzed in terms of consumption in eaelgestof obtaining information. The
compressed sensing, field of use and the bendfdiscommunications subsystem within the WSN
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energy-saving individual nodes were described. mha contribution of this work should result in
optimal characteristics of WSN. Other benefit woblkl the classification of various signals with
respect to sparse sampling. This work gives andaeafion about compressed sensing and
formulate the idea how compressed sensing couldseel in WSN in order to minimize node
energy requirements.
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Abstract. This paper presents a selection of several thealabols from the field of artificial intelligerec
and their application to microarray data clasaifiin. Feed forward neural network (multilayer ggtcon),
neural network with radial basis functions, deaistoee, bayesian network, support vector machind, a
k-nearest neighbour algorithm have been used &ssification. All numerical experiments presentethie
paper were performed with the use of four well kndw literature datasetteukemiaColon, DLBCL, and
CNS

Keywords: supervised learning, microarray data analysis,c&arclassification, artificial intelligence,
decision support system.

1. Introduction

During the last two decades, microarray datasets peovided biologists with a powerful tool
enabling them to measure the expression levelbafsinds of genes in a single experiment. This
type of data is used to collect information fromsstie and cell samples regarding gene expression
differences that could be useful for cancer diagnos distinguishing specific types of tumors [2],
[8], [12]. The difficulty in microarray analysis that the number of measurement variables (genes)
is very large (tens of thousands), while the nundbesamples is usually very small (often less than
100 patients). Due to the complexity of the obtdidata, any manual analysis is often impossible.
Therefore several methods from the field of arntiliantelligence have been utilized to build
classification models for microarray data. In teiady, the four well known cancer classification
datasetsl(eukemiaColon, Diffuse large B-cell lymphomas - DLB@IindCentral Nervous System -
CNS have been used to test the proposed classifigis paper addresses the supervised
classification task where data samples belong kmawn class. The following theoretical tools:
multilayer perceptron (MLP), neural network withethadial basis functions (RBF), decision tree,
bayesian network, support vector machine (SVM), kmearest neighbor algorithnk-NN) are
applied to design six classifiers. A theoreticakiwwew of these tools can be found in [9]. All
numerical experiments presented in this paper Hseen performed with the use of WEKA
(Waikato Environment for Knowledge Analysis) softea WEKA is a collection of machine
learning algorithms for data mining tasks, avadabk the WWW server of the University of
Waikato in New Zealand (http://www.cs.waikato.ad¢mizweka).

2. The classifiers design — an outline

A classification system witm inputsx, X,, ..., X, and m outputs y,, Y,, ..., ¥, IS

considered. The number of classes recognized bgystem is equal to the number of its outputs.
The response of the system on jHh output y, J[0,1], j=12,...,m (calculated when the input

data are presented to its inputs) represents theeeeof membership of input vector for thath
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class. The system is designed from data using upergised learning scenario and the learning
datasetl!"™ in the form of p pairs of the input-output data samples:

(Irn) _{X,(Irn) C,(Irn)} b (1)

where x.IM) :[x;gm), ’S(zlm), XM (™ Ogg ) j=12,...n) is a vector of input data
(presented to the classifier inputs)!™ is a class label to which the vectdf™ is assigned. In the

frame of the so-called data preprocessing stageptiginal learning datasat™ is transformed
into a new numerical learning dataset:

| _ror(l |
L(m) ={ x4 (Im) g (m)}S L 2)
where x{™ is the same as in (1), whiestdd™ =[d{™ ("™ 4l

(d§™ 0{0,1}, j =12...,m) is a desirable response of the system, whennifat vectorx ™ is

presented to the inputsdf™ =1 if the vector x™is assigned to thgth class andd{™ =0,
otherwise).
During the learning process, the response e@gif. of the system for the learning dataset

LY™ is minimized:

P m
SW%E:\/ ZZ( :(Irn) :(Irn) (3)

M'ss =1
where ys""‘) 0[0,1] is a real response of the system onjitreoutput y,, calculated when the

vector xs('m) is presented to the inputs of the system.. Inrot@eontrol of the learning process,

the response errd@’._ of the classifier for the test data™ is also calculated in an analogous

way as in (3).

3. Experiments and results

A typical classification task is to separate healplatients from cancer patients based on their
gene expression profile. There are also datasehioh the goal is to distinguish among different
types of tumors. In order to demonstrate the diaasion methods we use four gene microarray
datasetsl eukemia Colon, DLBCL and CNS Each data set has been divided into two subsets:
learning L{"™ and test datasets™ . The first set contains the 66% of the total numifesamples
(randomly selected) and the second set containsréimaining 34% of the total number of
instances. The appropriate numerical datasetstetireing setLY™ and test seL$® have been
prepared as it is described in Section 2.

Six classifiers have been designed on the base)dfvo-layer perceptron (2 neurons in the
output layer and 50 neurons in the hidden layenguthe backpropagation algorithm (with learning
rate equals to 0.3 and momentum rate equals totlde2jearning process lasted 1000 epochs),
b) neural network with the radial basis functiosing k-means learning algorithm, c) decision tree,
using C4.5 learning algorithm (the minimum numbg&cases in the leaf equals to 2), d) Support
Vector Machine, e) Bayesian network andk-fearest neighbor algorithm (for the tools d),ae)

f) the default parameters provided by WEKA softwhawe been used). The details concerning the
learning methods of all considered classifiers usetis paper can be found in [3].
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3.1.Leukemia dataset

The dataset published in [4] contains 72 sampleehEsample is assigned to one of two
possible classesicute myeloid leukemi@AML) or acute lymphoblastic leukem{&@LL) and it is
described by 7129 gene expression levels. 48 odR (famples were used as training data and the
remaining 24 as test data. The results of classifin forLeukemiadataset are presented in Tab. 1.

Learning data set Test data set
. Confusion Number of| Number of Confusion | Number off Number of
Classifier . . (i) - . (tst)
matrix correct incorrect RMSE matrix correct | incorrect RMSE
ALL |[AML | decisions| decisions ALL |[AML| decisions| decisions
1y |ALL| 32 0 48 0 ALL| 15 0 24 0
MLP AML| O 16 | (100.00%)| (0.00%) 0.0018 AML| O 9 | (100.00%)| (0.00%) 0.1251
2 |ALL| 32 0 48 0 ALL| 15 0 24 0
RBF AML| O 16 | (100.00%)| (0.00%) 0.0000 AML| O 9 | (100.00%)| (0.00%) 0.0000
Decision |ALL | 32 0 47 1 ALL| 15 0 21 3
tree |AML| 1 | 15| (97.92%)| (2.08%) | 14?1 AmU 3 | 6 | (87.50%) | (12.50%) | 3437
3 |ALL| 32 0 48 0 ALL| 15 0 24 0
SWM AML| O 16 | (100.00%)| (0.00%) 0.000 AML| O 9 |(100.00%)| (0.00%) 0.0000
Bayesian|ALL | 32 0 47 1 ALL| 15| O 23 1
network AML| 1 | 15| (97.92%)| (2.08%) | O1**3[ami 1 | 8 | (95.83%)| (4.17%) | 0294
v [ALL | 32 0 48 0 ALL| 15 0 20 4
NN AMLT 0 | 16 | (200.00%)| (0.00%) | “C?%0Tami| 2 | 5 | (83.33%)| (16.67%) | >-400°

D MLP = Multi Layer Perceptrorf) neural network with the Radial Basis Functioh§VM = Support Vector Machin®, k-NN = k-
Nearest Neighbour algorithm.

Tab. 1. The results of classification fiueukemiadataset

3.2.Colon dataset

Colondataset [1] consists of 62 samples and it is de=tiby 2000 gene expression levels. 40
of 62 cases are colon cancer and the remainingareal healthy tissue. The dataset was divided
into training set (41 samples) and test set (21p&sh The results of classification f@olon
dataset are presented in Tab. 2.

Learning data set Test data set
Classifier Confusion Number of, Number of Confusion Number of, Number of
matrix correct | incorrect | QUm)_ matrix correct | incorrect | QU0
n” | ¢ | decisions| decisions n? | ¢ | decisions| decisions
T) )
» | [ 15| 0 41 0 w5 |2 16 5
MLP® 20 26| (200.00%), (0.00%) | “°%28 @[ 3 | 11| (76.19%) | (23.81%) | ®-5°52
I) T)
, I [15] 0 39 2 | 43 16 5
REFY "o 24 (95.12)| (asew) | O2°%° & 2 [ 17| (16.19%) | (23.8196) | %4%°
Decision| n? [ 15[ 0 41 0 n | 4| 3 18 3
tree | | 0 | 26 (100.00%) (0.00%) | %°°"@ 0 14| @5.719%)| (14.20%) | *3°
T) )
5 || 15| 0 41 0 W[ 3] 4 13 8
SYM? @0 | 26 (10000%) (0.00%) | ©%°%°" @4 10| (61.90%)| (38.10%) | *0172
Bayesian| n” | 14 | 1 38 3 n| 6 [ 1 16 5
network | @ | 2 | 24| (92.68%)| (7.32%) | “*°** @4 [ 10] (76.19%) | (23.819) | O*°"°
I) T)
e | M 15] 0 41 0 w25 12 9
NN =20 126 | (200.00%), (0.00%) | “O233 |2 | 10| (57.14%) | (42.86%) | ®63

D'n = normal healthy tissu@ ¢ = cancer? MLP = Multi Layer Perceptrorf? neural network with the Radial Basis Functions,
SVM = Support Vector Machin® k-NN = k-Nearest Neighbour algorithm.

Tab. 2. The results of classification f@olondataset

3.3.CNS dataset

Central Nervous Systedataset [10] contains 60 patient samples out otkwBO are normal
cases and 21 are cancer cases. There are 7129ige¢nesiataset. 40 out of 60 samples were used
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as training data and the remaining 20 as test dete. results of classification f@olondataset are
presented in Tab. 3.

3.4.DLBCL dataset

Diffuse large B-cell lymphomagataset contains 77 samples, 58 of which come fiiffuse
large B-cell lymphoma patients and 19 folliculamighoma from a related germinal center B-cell
lymphoma [11]. Each sample is described by 707@ gepression levels. The dataset was divided
into training set (51 samples) and test set (26pssshThe results of classification f@L.BCL

dataset are presented in Tab. 4.

Learning data set Test data set
. Confusion Number of| Number of Confusion | Number of| Number of
Classifier . . (im) ; X (tst)
matrix correct Incorrect RMSE matrix correct Incorrect RMSE
c? | n? | decisions| decisions ¢V | n? | decisions| decisions
T) 1)
» |2 |14 0 40 0 D 4| 3 14 6
MLP™ 1m0 | 26| (100.00%) (0.00%) | ©09%° 33 [ 10] (70.00%)| (30.000%) 92047
T) 1)
[P 14 o 39 1 P o |7 12 8
RBFY o1 1251 (97.50%) | (2.50%) | 1464311 T 121 (60.00%)| (40.00%)| ©-6325
Decision| c” | 14 | 0 40 1 APl 5| 2 14 6
ree | M| 0 | 26 (100.00%) (2.08%) | %%°00 a4 T 9| (70.00%)| (30.00%) | %2477
T) 1)
5 | |14 0 40 0 D 4| 3 15 5
SVM™ 0 | 26| (100.00%)| (0.00%) | %0090 @2 11 (75.00%)| (25.009%)] 200
Bayesian| ¢ | 14 | 0 40 0 ] 4] 3 14 6
network | 12 | 0 | 26 | (100.00%) (0.00%) | ©0%% @3 [ 10 (70.00%)| (30.00%) | ©->479
T) 1)
e L0140 40 0 D3| 4 13 7
NN =0 T 26 ] (100.00%) (0.000%) | 902383 10 (65.00%)| (35.000%)| %2778

D¢ = canceP n = normal? MLP = Multi Layer Perceptrorf) neural network with the Radial Basis FunctiohSVM = Support
Vector Machine® k-NN = k-Nearest Neighbour algorithm.

Tab. 3. The results of classification f@NSdataset

Learning data set Test data set
Classif Confusion Number of] Number of Confusion | Number off Number of
assifier : . (i) ; . (tst)
matrix correct incorrect RMSE matrix correct | incorrect RMSE
d? | 2 | decisions| decisions dV | 2 | decisions| decisions
1) 1)
5 | d[38] 0 51 0 d[20] 0 25 1
MLP™ =170 | 13| (100.00%) (0.00%) | %00 P 1 [ 5 | (96.15%)| (3.85%) | O-+96C
1) 1)
, [P [38] 0 51 0 d[20] 0 23 3
RBF' 10 | 13 | (100.00%) (0.00%) | 900003 [ 3 | (88.46%)| (11.54%)| O-33%7
Decision| d” | 38 | 0 50 1 d"| 18| 2 23 3
tree | @] 1 | 12| (98.04%)| (1.96%) | 2081 [ 5| (88.46%)| (11.54%) | 23370
1) 1)
5 |d[ 3] 0 51 0 d[20] 0 25 1
SVM™ =175 1713 | (100.00%)| (0.00%) | 2% 1 [ 5| (96.15%)| (3.85%) | 21961
Bayesian| d” | 38 | 0 51 0 d"] 19| 1 24 2
network | 7 | 0 | 13 | (100.00%) (0.00%) | %0090 P 1 | 5 | (92.31%)| (7.69%) | ©-27"1
1) 1)
N A2 [38] 0 51 0 d”[ 19 [ 1 21 5
kNN 0 | 13 | (100.00%) (0.00%) | OO 4 [ 2| (80.77%)| (19.23%) | 94308

D d = diffuse large B-cell lymphonfaf = follicular lymphoma® MLP = Multi Layer Perceptrorf) neural network with the Radial
Basis Functions’) SVM = Support Vector Machin& k-NN = k-Nearest Neighbour algorithm.

Tab. 4. The results of classification f@LBCL dataset

4. Conclusion

In this paper, six theoretical tools from the aodartificial intelligence have been presented
alongside theirs applications to microarray datalymis for cancer classification. Based on the
results, it is clear that the methods presentedoeamseful to support clinical diagnosis for pasen
The experimental results might also guide futureeaeches to choose the best classification
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approach for their problems in bioinformatics. he tfuture it is planned to use other alternative
methods from the field of computational intelligend.e. self-organizing neural networks with
growing structures [7] and neuro-fuzzy systems|[f],
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Abstract. State-of-the-art of speaker recognition is fultivanced nowadays. There are various well-known
technologies used to process voice, including Gangwixture models (GMM). The paper presents our
work on speaker identification from his speech. Méd an identity for each person enrolled in ogstems
using statistical GMM and Universal Background MofleMM-UBM) developed by using MFCC (Mel
Frequency Cepstral Coefficients) speech featurBd improves GMM statistical computation for decisio
logic in speaker verification task. As a speectpusr we used TIMIT database for our experimentsalf,

we compared the recognition accuracy for severérdnt scenarios. The overall accuracy of theesyst
proves advantage of the GMM-UBM approach.

Keywords: Speaker identification, GMM-UBM, MFCC featuresMIT, Matlab

1. Introduction

During the past decades, Automatic Speaker RedogniaSkR) has become a very popular
area of research in pattern recognition and mackdaming. It is a general term used for any
procedure that involves the knowledge of a persdestity on the basis of its speech. ASKR is a
general term for speaker identification and speakéfication tasks.

Speaker identification is the process by whichitentity of the speaker is not known ahead
and system has to decide who it is or put the spemka particular group (see Fig. 1). For the
identification it must exist the reference speakedel.

Verification process is often used to allow or s&fuaccess to certain resources using the
spoken word. In the case of verification the idgnaf the speaker is known and the role of the
system is to verify whether it is really the per$onwhich the speaker is issued.

Fig. 1. Identification vs. verification process.

ASKR technique is used in many applications suctelaphone banking, information security,
forensics and so on [1].

One of the biggest problems in ASKkR is the misméietween training and testing conditions
caused by several reasons such as channel distadifterent microphones, transmitting channels
or utilized encoder. Nowadays, a large number #feidint solutions to reduce this problem is
already known. One of the techniques for noise-sbBSkR is feature enhancement method which
attempts to normalize the distorted feature or dtimeate undistorted feature from the distorted
speech and does not require any explicit knowleadgmut the noise. Cepstral Mean and Variance
Normalization (CMVN) can be mentioned as an example
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In recent years, the Gaussian Mixture Model (GMMagted from the so called Universal
Background Model (UBM) [2] by Maximum A PosterioMAP), has become the most popular
method in modeling the acoustical space of speextiegt. These models represent the core
technology of majority of the state-of-the-art tendlependent speaker recognition systems. This
paper presents experiments with the training/tgstire ASKR system using either 1) classical
GMM, or 2) GMM-UBM approach. The overall accuraclytbe system proves advantage of the
GMM-UBM approach.

2. GMM-UBM verification system

Gaussian Mixture Models used in combination with R1Adaptation [2] represent the main
technology of most of the state-of-the-art textependent speaker recognition systems. In our
system the speaker models are derived from a con@®hdM root model, the so-called UBM, by
means of MAP adaptation. Mean, weight vector andaiance matrix adaptation is performed
during model training. A speaker is thus represeriye the set of the adapted parameters of all
the Gaussians of the UBM.

2.1. Gaussian Mixture Model

Gaussian Mixture Model [3] is stochastic model, ethican be considered as a reference
method for speaker recognition. The Gaussian nexpnobability density function of modél
consists of a sum &€ weighted component densities, given by the follm\equation:

p(xI14) =3 RN( x4, 2, @

whereK is the number of Gaussian componefmigsis the prior probability (mixture weight) of the
k-th Gaussian component, and

_d 1 1 Te -
N (x| g4, Z,) = (2) 2|2, 2 ex;{—i(x—,uk) = x—,uk)} (2)
is thed-variate Gaussian density function with mean vegt@nd covariance matriXx. The prior

K
probabilitiesP,>0 are constrained ag R =1.
k=1
For numerical and computational reasons, the canee matrices of the GMM are usually

diagonal. Training a GMM consists of estimating pla@ametersA :{ R(,/Jk,zk} ::l from a training

sampleX ={X,....X} . The basic approach is to maximize likelihooafith respect to modl
is defined as:

MMM=QpﬁM) ©

The goal is to obtain Maximum-likelihood (ML) parater estimation. The process is an
iterative calculation called the Expectation-Maxation (EM) algorithm [4]. Note that K-means
[5] can be used as an initialization method for &ligbrithm.

In the identification process, a set of test utteess and its model is compared with each model
of the training database. From each comparison detwest and training model is obtained a
likelihood and the model with the highest scoreegponds to the unknown speaker.

Let us assume a group of speak8&sl,2,...Srepresented by GMM%;, 1,,..4s. Unknown
speaker model is identified to each model:
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S=arg maxi Iog( (% Hk)) (4)

1<k<S t=1

2.2. Universal Background Model

Universal Background Model is an improvement in fielel of speaker recognition using
GMM. It is typically characterized as a single Gaas Mixture Model trained with a large set of
speakers using the EM algorithm.

Recordings from
background —
speakers

Feature o | Training
extraction | algorithm

Background
model

Target speaker Feature . Model Target
training utterance extraction adaptation

Fig. 2. Speaker enroliment

UBM is used for training of the speaker-specificdab The adapted UBM is used as the target
speaker model. This process prevents from needbdidding the speaker model (estimating the
parameters) from scratch. There are multiple ways to adapt the UBM. It is possible to adapt
one or more of its parameters as well as all patr@imeAdaptation of the parameters is usually done
using the MAP. The background model must be brolnf utterances with common characteristics
in the meaning of type and quality of speech. Bangple, a verification system that uses only
telephone channel and female speakers must beedraising only telephone speech spoken by
female speakers. For a system where the genderasaiop is an unknown parameter, the model
will be trained using both male and female utteesnc

The following average log-likelihood formula givee final score in recognition process [6]:

LLR(X Agguroon) =5 X 1109(P0X M)~ 00000 i ) (9

whereX :{71, ..... xr} corresponds to the set of observation or test featactors. The higher the
score, the more likely the test features belorthecsspeaker-model with which they are compared.

2.3. Feature Extraction

Feature extraction is the process of extractingsffeaker and language related feature vectors
from the speech signal which can later be use@poesent the speaker and the language that the
speaker had spoken. It is also known as speecimptgezation. VOICEBOX [7] was used on it.
The purpose of feature extraction phase is to eixthee speaker-specific information in the form of
feature vectors which are more compact and morealdai for statistical modeling and the
calculation of score. A good feature vector setuthdave representation of all components of
speaker information. The most representative vai@adt acoustic features are Mel Frequency
Cepstral Coefficients (MFCC). MFCCs are mostly teddiato the human peripheral auditory system.
The main purpose of the MFCC is to simulate thegetion of the human ears [8].

2.4. Feature Nor malization

The objective of the feature normalization techeiga to compensate for the effects of
environmental mismatch. The components of the fieadure vector are scaled or warped so as to
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enable more effective modeling of speaker diffeesnélere, we used short-time mean and variance
normalization (STMVN) in one experimental scenario.
In the STMVN techniquan-thframe andk-th feature spac€ (m, K are normalized as:
C(m,K) - £, (m, k)
CS mvn m k = =
(M) = = ) (6)

wherem andk represent the frame index and cepstral coeffisiamdex,L is the sliding window
length in framesus: (M, K) and o5t (M, k) are the short-time mean and standard deviation,
respectively, defined as [9]:

1 m+L/2 )
Hy (M, K) :E‘:ZL/ZC(LK) (7)
1 m+L/2 ) 2
Ust(m’k):I‘:Z_L/Z(C(J’k)_lust(m’k)) (8)

2.5. Evaluation data set

The speaker recognition tests described in thisrpapee evaluated on the TIMIT Acoustic-
Phonetic Continuous Speech Corpus [10]. TIMIT corpostains recordings of phonetically-
balanced English speech. It was recorded using ah®eser close-talking microphone at 16 kHz
rate with 16 bit sample resolution. TIMIT contain®&dband recordings of 630 speakers of eight
major dialects regions of the United States, eaealing ten phonetically rich sentences resulting in
6300 sentences. The prompts for the 6300 utteracmesist of 2 dialect sentences (SA), 450
phonetically compact sentences (SX) and 1890 ploafigtdiverse sentences (Sl). TIMIT corpus
consists of training and test sets. This speechusonas originally designed as standard database
for the speech recognition experiments for sevdeahdes and nowadays it is still widely exploited
corpus for both speech and speaker recognitionremeets [11].

3. Experimentsand results

The experiment consisted of three different scesai@ne of the tasks was to examine the
impact of the speech signal preprocessing and nizatian of acoustic features by STMVN on
performance of the system for the speaker ideatiba. The second task was to examine the
impact of the components number of GMM models dividual speakers. We had two systems.
In the first system these models were obtaineddsycbkGMM approach and in the second one were
obtained by adaptation of the relevant GMM-UBM miod®r each session, the adaptation of all
model parameters was applied. Thus, the vectorsesfhis, mean vectors and the covariance
matrix were adapted. Relevance factor was set td-@0Otraining model was used EM algorithm.
The number of iterations of the K-means algorithns wet to 100.

TIMIT database were used for training the UBMs floe proposed system. 630 speakers in
total were used for the background model trainka. this training, all sentences from all speakers
were exploited. For the testing phase, 190 spedf@rsthe first three dialect regions from training
set were used. For the speaker specific modeditiggi 5 out of 10 sentences per speaker were
utilized and the remaining 5 sentences were useg$ting.

This means that two GMM models were obtained forheapeaker. The first was
trained/adapted by recordings 1-5 from each spedker remaining 6-10 recordings were used to
test. Reversely, the second one was adapted wstogdings 6-10 per speaker, and recordings 1-5
were used to test. Overall, 10x190 tests for eaBMUnodel (different number of components)
were conducted. For each session was evaluatednidon performance by calculating success
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rate in percentage. These values were statistiea#yaged and was calculated mean value and
variance.

In the first scenario, there were not applied argppcessing of speech recordings and "raw"
recordings were parameterized. For all experimer@aMIFCC features (excluding log-energy and
0-th coefficient) were used. The analysis frametlerwas 30 ms with a frame shift of 15 ms with
Hamming window.

In the second scenario, the direct component oé@dpsample was removed, pre-emphasis
filter was used and also the normalization of theesh signal was performed. Then silence frames
were removed according to the VAD labels. Therairhasic energy-based VAD was combined
with a zero-cross rate based VAD to detect sildramaes and MFCCs were calculated.

In the last scenario, feature normalization tech@i§ TMVN were additionally applied. Then,

a gender-independent basic GMM and UBM models &it8*° component GMM models were
trained for each scenario. Finally, target speakevdels were adapted from this UBM models in
the second system.

Success rate Variance
100,00 120,00
2080 » 100,00 K
80,00 . — ;
70,00 Pt X / \
. v \ 80,00
60,00 o \i
% 50,00 ==Scenario 1 % 60,00

/ \ =f=Scenario 1
oo \ Scenario 2 40,00 / A, L Scenario 2
30,00 ), X

SR Erio 3

20,00 Y = SCENEN0 3
10,00
0,00 . : . : : ) 0,00

8 16 32 64 128 250 512 1024 8 16 32 04 128 250 512 1024

Number of components GMM models Number of components GMM models

20,00 S
n gl
-

Fig. 3. Average success rate for each scenario—basic Fig. 5. Variance of success rate - basic GMM
GMM

Success rate Variance
100,00 60,00
o r—T—rL__n
an,n0 - -— X
80.00 - ”—/ ‘b)e,vm w—X 50,00 \
70,00 s 10,00
6000 g ’N')\
% 50,00 =f=Scenario 1 % 30,00 —B—Scenario 1
40,00 . \ ,
4 Scenario 2 Scenario 2
30,00 20,00
20,00 Scenario 3 1000 0 . ——Scenario 3
10,00 \.\"_.- o ﬁ
0,00 . . ‘ ‘ . . ‘ ) 0,00 . ‘ T ‘
8 16 32 64 128 256 512 1024 8 16 32 64 128 256 512 1024
Number of components GMM models Number of components GMM madels

Fig. 4. Average success rate for each scenario-GMM-  Fig. 6. Variance of success rate - GMM-UBM
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Figures 3 and 4 show the dependence between su@tessf the recognition process and
number of components GMM models. At the first onesiseen that success rate grows after 32
component model for the first two scenarios. Fanseio 3 it is after 128 component model. For
GMM-UBM system it can be seen that success ratevgmith the number of components for
scenario 3. For the first two scenarios, succetgs gaows after 256 component model. Then this
value slightly decreases for the other two modefsstellation. From this perspective, together with
the time demands associated with the process ioirngaUBM it can be considered as the most
appropriate model the one with 256 componentsigdase. This means that a system with a large
number of components of the GMM model may not relweys better performance in comparison
with the less components model. The similar effemh be seen at the variance of individual
sessions when we used GMM-UBM approach. This imptieat the results obtained with the
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models more components are statistically more bakhrand accurate. On the other hand, the
opposite effect is in the case of basic GMM appnod@om the results it can be seen that the
features normalization technigue STMVN caused &rawhation of performance in comparison
with the other two experiments. The best resultsevaehieved with the use raw speech recordings.
From our results it can be seen that the GMM-UBMrapch gives better performance in speaker
identification tasks. Table 1 shows the compleseilts for each session.

basic GMM approach GMM-UBM approach
GMM Averageosuccess rate Variance [%] Averageosuccess rate Variance [%]
component %] [%]
Sc.1 Sc.2 Sc.3 Sc.l Sc)2 Sc3 Sq.1 Sg.2 Sc.3 Sc.d.2 |SSc.3
8 85,80| 85,37 61,16 10,85 8,02 29,80 7984 77,05,5861042 | 28,27 | 54,53
16 92,37| 91,11 7468 456 8,28 30,44 87,37 87,11,2169 9,75| 10,37 39,0y
32 94,84 | 9300 | 78,63 | 597| 3,777 17,07 9126 91,21 7647 6|33 309,453
64 9468| 91,84 81,00 7,3 8,88 2268 93|95 93,05,1681 3,06 | 1,26| 24,37
128 92,32| 88,42 81,89 | 8,32 | 14,57] 21,01] 9532 9495 8463 2[4 306 18,11
256 88,37| 85,059 76,79 1975 9,21 26,807,00 | 95,47 | 8568 244 250 11,35
512 79,63| 70,00 50,74 30,144,88 | 111,26 | 95,95 | 9553 | 86,21 | 3,27| 3,23 7,86
1024 52,26| 46,74 18,055047 | 31,51| 47,15| 9547 94,79 87,00 | 4,66 | 4,07| 7,15

Tab. 1. Summary of results for individual conditions.

4. Conclusion and futurework

In this paper, an analysis of the impact of the bemof components of GMM (UBM) model
on performance of the system for the speaker ifiestion have been executed. We construct two
systems using the GMM and adapted models from UBMdifferent scenarios described above.
We plan to do this analysis with i-vector basedtstjies as our further step in this research.
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Abstract. Inertial systems generally consist of various sense.g. gyroscope, accelerometer etc. Standard
smartphones are equipped with these sensors andfrdat them can be utilized in position estimation
process. Main drawback of the sensors implememtadhartphones is their low quality compared to isphec
external sensors. Therefore, sensors in smartphameesiseless separately and data from them hae to b
fused in order to achieve reasonable accuracyrdardo fuse data from sensors it is necessarydtiate
their characteristics. One of important charactieris noise characteristic. In this paper we arestigating
noise characteristics of sensors implemented inrtpimanes. There are many negative factors affecting
smartphone sensors and some of these factorsevitidntioned. Result obtained in paper will be basis
future work.

Keywords: gyroscope, accelerometer, inertial system, ngi@ectrum.

1. Introduction

Location based services (LBSs) have become moreramd attractive not only for users, but
especially for service providers. Providers recegdihuge potential of LBSs and offer plenty of
services. LBSs are widespread in outdoor envirotmaging mainly position estimates from GNSS
(Global Navigation Satellite Systems). Currenthg tdea is to provide LBSs not only in outdoor
but also in indoor environment. Therefore, mangaesh teams work on novel positioning systems
that will able to provide seamless positioning utdmor and indoor environment. There are more
possibilities how to reach such goal.

Outdoor positioning and navigation do not repregmmublem these days thanks to GNSS
technology. Almost every new mobile device is egeip with at least one GNSS receiver, most
commonly represented by GPS. Currently, the issulevelopment of mobile positing systems is to
accurately estimate position in indoor environm@tiis problem cannot be solved by GNSS, since
signals from satellites are highly attenuated biding walls.

Therefore, appropriate solutions usable in indepresent hot topic for many research teams
[1], [2], [3]. One of the possibilities how to imgrhent indoor localization is utilization radio
networks. These systems are based on measuringusasignal parameters, e.g. ToA (Time of
Arrival), AoA (Angle of Arrival), RSS (Radio Signabtrength) [4]. On the other hand, inertial
systems represent another possibility for localein indoor environment and will be discussed in
this paper. Inertial system is a self-sufficienvigation system consisting of three orthogonal
accelerometers, used for velocity measurements tanee orthogonal gyroscopes used for
measurements of angular velocity. These sensars ifdiJ (Inertial Measurement Unit) and can be
found in smartphones. Therefore, there is no neennplement additional sensors for position
estimation by smartphone.

The question is how sufficient are sensors impldéstenn a smartphone for position
estimation. In this paper the focus will be on pasd its impact on sensor’s accuracy.

Brief principle of particular sensors will be debed in Section 2. Adverse effects will be
described in Section 3. Section 4 will deal withtihesnatical models for measured data evaluation
and measurement scenario. Evaluation of measurernseamalyzed in Section 5.
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2. Sensors

Nowadays smart phones may contain various sensock as pressure Sensors, proximity
sensor and inertial sensors, e.g. accelerometensgypes and magnetometer. In this section the
main focus will be on description of inertial sersstunctionalities.

2.1. Gyroscope

There are many types of gyroscopes depending okingpprinciple, e.g. mechanic, optic and
Micro Electro Mechanical System (MEMS). MEMS gyropes are widely implemented in
smartphones due to their small size.

MEMS gyroscopes work on Coriolis force principleor@lis force affects an object with mass
m [kg], moving by speed [m/s], in rotating system with angular velociy[rad/s] (Fig. 1.). The
resulting Coriolis forcé-c is determined by:

F. = 2mvxa [N]. 1)

The principle is based on a resonating structutacla¢d to inner frame, which moves in a
given direction. At the same time Coriolis forceualy to angular velocity of rotation, which
compresses the outer structure and causes a shifeén the measuring surfaces functioning as an
air compressor. Output from MEMS gyroscope is gibagrthe change of capacity proportional to
angular velocity of device in [°/s].

Rotation of the Earth

Mass

£z
I

IMAAN

Fig. 1. Operation principle of MEMS gyroscope.
To obtain the tilt we have to integrate the ouipuime:

0= Tca(t)dt : (2)

Here we come to the issue with the integration @& Whatever the quality of gyroscope
output is, it is always affected by the noise. Tdasses a deviation from zero value even by simple
integration [5], [6], [7].

2.2. Accelerometer

Similarly to the gyroscope, accelerometer represensimple MEMS structure. The main
measured unit is acceleration:

=5 /<), @3)
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The output is given by both dynamic acceleratioms#r and gravity acceleration in [R)/df
we leave the device lay still on a solid surfagmser will exhibit acceleration even though it &t n
moving. This is caused by accelerometer measuheggtavity acceleration, which needs to be
eliminated. In case the device is in free fall,ss#a will exhibit zero acceleration, since acceiera
towards earth will be equal to gravity acceleration

Accelerometer sensors work on capacity principlg.(E.). Changes in state of device create a
shift of mass against the direction of movementawthanges the distance between conductors.
Capacity change is directly proportional to acaien, therefore, the acceleration in the givers axi
can be estimated [8], [9].

applied
. =
S| cel(lotmany . acceleration | g cell (1 ofmany) _
'-;U i i L i é _E__l:?. g
E I {-h : : — (h :
anchors : IE B : :
C = S R — -

Fig. 2. Operation principle of MEMS accelerometer [10].

3. Sensorsaccuracy

Accuracy of sensors is affected by many effectsydwer, only the most important ones will be
described in this section. The most negative effe@&ias. In case of ideal gyroscope it would be
possible to get rotation by a simple integrationt®foutput signal. If this was the case, the outpu
would be zero if the device was not rotating. Isecaf gyroscope we state the bias in °/h or rad/s.
The bias of a sensor can be divided to offset amitl @©ffset can be estimated by averaging
measured values, if no strength affects the deldaoét is a random element and can be determined
by probability methods.

Another possible source of errors is deflected aXdss error is given by inaccuracy of
manufacturing and it is presented by non-orthogaxas.

The biggest source of noise in MEMS is thermal @oiwhich can be found in both
accelerometers and gyroscopes. The principle afrthlenoise is random movement of charged
particles. Theoretically we can say that thermakeavould not represent a problem in systems
with temperature equaling absolute zero.

All named effects will combine to localization errd@he detailed explanation can be seen in
[9], [11], [12].

4. Scenario

The objective of the experiment is to find out fhequency characteristic of output signal.
Device used during the experiment was Samsung §&dxsmartphone with an LSM 330 chip.
Measurements were done on solid wooden surfacealim state without any negative outer
interference. Single measurement time was set tmifhQtes, with measurements performed every
5 ms, which result in 200 records per second. Daee recorded from both accelerometer and
gyroscope. Noise appears on these sensors amdgaaae inaccuracy and errors in positioning. We
have transferred the measured values from time ooneafrequency domain by using DFT
(Discrete Fourier Transform), where frequency coamuts affect the output signal:
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S( k):Z_i f) éjWkn

(4)

Negative effects are similar for both. Data measurg accelerometer are shown in time and
frequency domain for all axes in Fig. 3. It wasumsed that the data should be zero. Impact of bias
causes offset from true values, which after doubtegration will result in error in estimated
position. Thermal noise is responsible for effe€trandom walk. It causes that it looks like
smartphone is moving even though it is not.

Bias causes on axisandy drift resulting in the shift to higher values. @ut data were filtered
by a low-pass filter before they were collectedllibwed us to avoid the high frequency compound.
Adverse effects have low frequency character wigin IDC component which causes that data have

initial value.
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Fig. 4. Data measured by gyroscope in time domain andifnecy domain a) x-axis b) y-axis c¢) z-axis.

Data measured by gyroscope are shown in time aogiéncy for all axes in Fig. 4, where zero
values are expected. Real output data shows nonatuwes affected by adverse effects. The first
negative effect is Bias, which causes rotationreafter integration.

Another negative effect is thermal noise. Thern@bk@ causes smartphone to look like it is
changing rotation even though smartphone is 8ils causes on axisandy drift resulting in the
shift to lower values. It can be seen that spedhalracteristic of gyroscope adverse effect have
similar character as accelerometer. Deflected axésthermal noise cannot be influenced. To gain
better results Bias can be reduced by short mewsoutput data and then averaging them. The
result is value which can be subtracted from memkdata.

As mentioned above Bias can be reduced by shorsumeg output data and their averaging.
But this gives us only reducing Bias negative @ffebdeasured data are affected by noise, which
causes positioning error after integration and #mer rises with time. Output data are more
inaccurate if Bias is presented. Output data frazoekerometer and gyroscope are separately
useless. Therefore Kalman filter has to be usefilige data from the sensors. Similar results are
gained by using Complementary filter, which is ead use.

6. Conclusion

In this paper, basic principles of sensors usednértial system were described. Spectral
characteristics of inertial sensors and determinegluency character of noise, which is affecting
measurements was investigated. According to olladsta it is seems, that accelerometer and
gyroscope are affected by adverse effects i.e. &bk thermal noise. These results confirmed
assumption about low frequency noise character. flihege work will be focused on the sensor
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fusion and creation of inertial navigation with sers used in smartphones by utilization of Kalman
filter.
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| mpact of Four-wave Mixing on Optical Transmission Systems
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Abstract. Most of current core networks utilizes wavelendivision multiplex for fulfill of increasing data
demands. The most dominant degradation effectaaettoptical systems is four-wave mixing (FWM) with
other nonlinearities. In this paper, impact of faave mixing for different channel spacing in mutiannel
optical communication system was simulated. Thigaat is evaluated through Bit Error Rate, eye @diagr
and output spectrum of transmitted channels. Ektmig of FWM is caused by unequal channel spaam a
by varying dispersion and input power. As simulattool was used VPIphotonic. The simulations show,
that impact of FWM is under certain conditions ploies suppress and improve then transmission
characteristics of optical communication systems.

Keywords: FWM, WDM, channel spacing, dispersion, power.

1. Introduction

Wavelength division multiplexing (WDM) is commoniysed method of multiplexing, which
enables high speed transmission information daterFnonlinearities are the one of main
degradation effects in high data rate optical comigation systems. Optical fiber is nonlinear
dispersive medium, which exhibits nonlinear effestden the high intensity optical signal is
launched to the optical fiber, which lead to highdls of power density. The power dependence of
refractive index (for amorphous materials) has asgin in the third-order nonlinear
susceptibilitw(@) [1]. The nonlinear phenomenon, knows as four-waw&ing (FWM), also
originate from it. In this paper, we have simulatedl evaluated the effect of FWM products in
WDM by varying channel spacing, dispersion and trgawer [1-15].

The four-wave mixing is one of the dominating delgitgon phenomenon in non-linear optics
which occurs in multi-channel communication systerttsarises from a third-order optical
nonlinearity, as is described in [2] withy® coefficient. It occurs when two or more different
frequency components propagate together in oiloal. Interactions between two co-propagating
optical signals produce two new group of opticaédpal components at different frequencies.
The newly produced FWM products can mix with infatron channels or themselves to produce
higher-order FWM products. These cross productsec#e interference of information signal with
these new products since they often fall near otopnof the desired signals. It can overlap with
channels and result in crosstalk. For the futurécap multi-channel systems with high-order
modulation formats, stochastic nature of FWM wal &lso the crucial limiting factor and therefore
we assume its further investigation will be necgss®therwise, FWM can provide beneficial
properties and the opportunity for wavelength cosiem of WDM channels or signal
amplification. FWM can be useful for parametric difigation, optical phase conjugation,
wavelength conversion, demultiplexing of OTDM chalsnor super-continuum generation [1, 2, 5-
7,9, 12,16, 17].

The paper is organized as follows. The first chapse focused on origin of FWM.
The following chapter deals with the possibility efiminating of FWM by different channel
spacing, different value of dispersion parameted different value of power. After that are
presented results of this simulations.
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2. Origin of FWM

On a fundamental level, FWM process representsatiesing process in which two photons
with energiediw; andzw, are destroyed, and their energy appears in tme édrtwo new photons
with energiediws andiw, (the law of conservation of energy applies) [1].

Mixing of optical energy at the two different freenciesw; and w, causes creates of new
frequencies which can be determinedvag andw,,;follows [2, 5, 7, 12-14]:

Wy, = 20, ~ W, (1)
Wyy; = 200, ;. (2)

The Figure 1 shows new created frequencieg w221) in multi-channel communication
systems caused by FWM.

0.026
0.025

0.02
0.015¢

0.01

B R

_0.00 w112 w1 w2 w221
-100 -50 0 50 100
Frequency relative to 193.1 THz [GHz]

Power [mW]

Fig. 1. Schematic diagram that shows four-wave mixindghanftequency domain.

For FWM are important two conditions which havebw fulfilled for generating new optical
waves; it is a frequency condition and a phase Imragccondition. The second one is a requirement
of momentum conservation. The phase mismatch isnidie reason behind FWM. The frequency
condition for degenerative and non-degenerativebdoations is given by [6-9, 11, 13]:

@+ -, ifizjzk
- non-degenerative FW

w +w; -, ifi=j#k (3)

Drw =
- degenerative FWM

The degenerative FWM is often the dominant procasd highly impacts the system
performance.

The number of new generated FWM components ineseadth the increase of information
channels in WDM systems. Theoretically, the totainber of new generated FWM componeNts
for given number of information channéscan be express as [6, 8, 9]

y =MD, (@)

The Figure 2 shows the dependence of new genefatédl products on the number of
channels. According to (4), it can be easily sden exponential growth of number of FWM
components with increasing number of optical infation channel [8].
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Fig. 2. Number of new generated FWM products.

3. Eliminating FWM and Simulation Setup

FWM represents serious limits in WDM transmissigstems. Impact of FWM can be suppress
by increasing the spacing between the channelsieasmg the chromatic dispersion of
the transmission fiber and decreasing the averggé power per channel [1, 3, 5, 6, 12].

In this simulation are used two types of channeksmg in WDM system, equidistant channel
spacing (current ITU grid specifiesf = 100, 50, 25 and 12.5 GHz) and non-equidistaahchl
spacing Af # const.). One way how to suppress FWM impact ingmaission system is to increase
the spacing between the channels or use unequahehspacing. In this new scheme of channel
arrangement, the new optical waves fall outsideusdéful optical channels and thus decrease
the possibility of intra-channel interference.

In this paper, we use VPIphotonic as simulation.ttovas simulated the effect of FWM in
4 x 10 Gbit/s WDM transmission system configuratfjeohematic illustration on Fig. 3.). We used
DSF fiber (ITU-T G. 653) with nonlinear refractiondex n, = 2.2x10°° m*W and attenuation
a = 0.2 dB/km. Total input power launched into ogtitber wasP;, = 4 mW and length of optical
fiber wasL= 70 km. Impact of FWM at the propagation inforroatsignals are evaluated through
BER, eye diagram and optical spectrum by using YiBiéhicAnalyzer tool.

’TLNA ;; B s | 7| m

| I S |
ey
>
>

.
imitBand Power meter

Fig. 3. Schematic illustration of a multi-channel transsios system for simulation FWM.

We have investigated the effect of FWM in WDM optitransmission system for two cases.
Firstly, the four input signals were launched aB.19THz + 1.5 channel spacing (CHS) and
193.1 THz + 0.5 CHS, so that they have uniform sEa¢l00, 50, 25 and 12.5 GHz). In the latter
case, we used unequal channel spacing, the fooalsigt 193.1 THz — 1.5 CHS, 193.1 THz -
0.4 CHS, 193.1 THz + 0.6 CHS and 193.1 THz + IHSCThe results are presented through BER
(Fig. 4.), eye diagram (Fig. 5.) and output optaéctrum (Fig. 6.).
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Fig. 4. Dependence of BER versus a) equidistant and benaidistant channel spacing, respectively.
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Fig. 5. Eye diagram of 4-channel WDM transmission systeraj equidistant and b) non-equidistant channatisyg,
respectively.
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Fig. 6. Optical spectrum of 4-channel WDM transmissiortesysfor a) equidistant and b) non-equidistant clkeann
spacing, respectively.

Results show that FWM effect depends on channedragpn. From Fig. 4., it is seen that
the BER improves with increasing channel spacirggabse smaller the spacing between input
channels, occurs more the interference betweemnnafiton channels. On increasing the spacing
between the input information channels, the impEcFWM decreases. Further FWM can be
reduced by unequal channel spacing techniques betilee channels of the WDM channels.
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The result of the unequal channel spacing (right phfigures) is compared with equal channel
spacing (left part of figures) for the same systemfiguration. It is seen, that at channel spaéig
GHz the BER is about I for equal channel spacing and BER about'1for the same value of
channel spacing in the case of unequal channelingpadhis comparison clearly shows
the difference in the eye diagrams, which is befibernon-equal channel spacing (the wider eye
opening).

Also FWM effect was analyzed for different chanseparation and by varying the dispersion
parameter in the rand2= 1 - 7 ps/(nmxkm) (Fig. 7.) and input power (F89g.
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Fig. 7. Dependence of BER versus dispersion paramete) fequidistant and b) non-equidistant channel sgaci
respectively.
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Fig. 8. Dependence of BER versus input power for a) egtadt and b) non-equidistant channel spacing, ctispdy.

From Fig. 7. it is observed as we increase theevafudispersion parameter the BER is getting
better, for equal channel spacing it is seen Ehat4.5 ps/(nmxkm) the BER is aboutf®n the
contrary from unequal channel spacing is about?1for the same of dispersion coefficient.
Unequal channel spacing is also useful when inpwiep per channel is required to be increased,
then the effect of four wave mixing is tolerablenddual channel spacing is found suitable for
FWM reduction because no four-wave mixing produetmt is superimposed on any of
the transmitted channels.

4. Conclusion

In this paper, analysis of four waves mixing iniogt communication systems on the basis of
channel spacing, dispersion parameter and inpuepasvpresented. The results was obtained by
model implemented in VPIphotonics software. It aairid that channel spacing of 100 GHz has
the best performance according to output BER. Resdilsimulations show that the effect of four-
wave mixing has less impact at the transmitted adigor unequal channel spacing than equal
channel spacing. The simulation results show that fvave mixing effect reduces by increasing
channel spacing, dispersion and power. The rexfitour simulation have also important
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consequences for understanding multi-channel WDBtesys that suffer signal degradation by
FWM.
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Abstract. The last released versions of Microsoft Excelvalimore efficient and faster filtering of pivot
tables by slicers. These filters are suitable toolinteractive operation of diagrams and indicatar
dashboard. The more complex analysis for exaclyaaaf multi-dimensional data, is needed to exegute
OLAP (Online Analytical Processing) system. Forttheason is necessary filtration of pivot tableshwi
more sources of data. The process to create madittet more slicers with different data filters written in
the article.

Keywords: slicer, Excel, macro, dashboard, OLAP

1. Introduction

The information database system (IDS) can be divid® two principal areas. The first one is
IDS with OLTP structure and the second area is\Wit8 more developed OLAP structure. Method
of data processing is the main different betweeamthOLTP systems provide data into data
warehouse and OLAP systems help to analyse that dat

OLTP (On-line Transaction Processing) system igadtarized with a lot of amount of quick
on-line transactions (insert of data, actualizatideleting). The main task of OLTP systems is to
allow a fast query processing, maintain the intggof data in a multi-access environment and
efficiency measured by quantity of transactionsgsmond. Actual and detailed data and schemes in
OLTP database are used to load transaction datatiagbe entity model.

The access to systems supporting OLAP databasetwsttudoes not have each company. In
case, the acquisition costs are high or ineffeative to the size of company it is better to choose
the alternative of data analysis on the basis cAPktructures.

One of the possible solutions is to create fiatsidOLAP filtration in Microsoft Excel in the
form of Dashboard application. The dashboard apptio is managerial analytical application
offering the output statistics in form of graphieage with possibility of interactive filtration. Alhe
present, Excel allows easy filtration of data imgpitables, which are using the same source with,
help of slicer. For that reason it is necessargpiar data from pivot table, which uses differertada
sources.

In this case is needed to create a link betweerdifferent kinds of slicers. Microsoft Excel
does not support this link in its last releasedsicar. It is necessary to create algorithm for nmirro
settings of filter via macro.
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2. Setup process functionality

To be able to create a link for filtering the pitables according to the hierarchy of data cubes,
which are an essential component of the OLAP amalgsd create various dimensions of
associating elements with values, it must be ablehtinge one element of managing all the pivot
tables.

The essence of Microsoft Excel is that with oneeslis possible to manage only pivot tables
with one source of data without change of slicat pivot tables using different data source. This
setting is shown on the example of evaluation dahda Slovak Post, specifically for filter of
regional centre (OS PPS), error rate and totalnaelof transactions (figurel).

'3 N
OSPPS 4. = o
Poéetnosti chyb
BA Menovky riadkov ad Pocet z Poita
=2014 11172
m é =/Moldava nad Bodvou 166
_ Januér 12
Februar 20
Different
settings
05 PPS F G
- Celkové objem
BA Menovky riadkov M Siicet z Objem
A KE é - 2014 29105695
- Abelova 990
RS Januar 104
SNEDOSTU... Februar 87
N 7

Fig. 1. Basic setting of slicers with different data sauSource: Author)

As it is written up, it is not possible to link e two filters only with the default basic setting.
Using a macro it is possible to mediate the autantafpy of settings one of the slicers. After that
is possible to set up the second slicer accordirsgttings of the first slicer.

The mirror setting is shown on figure 2.
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Fig. 2. Slicers with same settings set up by macro (Sourathor)

The value #NEDOSTUPNY is currently written in aiusces tables to prevent the collapse
of macros in case of mistake in formulas. This galdoes not belong to calculation although their
status is active or inactive in slicer.

Macro with the algorithm for duplication of settimplue of the first slicer to the second
slicer with similar names linked with pivot tablefstransactions volumes (figure 3).
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Dim cachSlicerl As SlicerCache

Dim cachSlicer2 Rz SlicerCache

Select Case Target

Case "Pivot OSPPS"

Set cachSlicerl = ThisWorkbook.SlicerCaches ("Rychly filter 0OS PPS™)
Set cachSlicer2 = ThisWorkbook.SlicerCaches ("Rychly filter 0S PPS1")
Dim item As SlicerItem
Dim iteml As SlicerItem
For Each item In cachSlicerl.SlicerItems
Set iteml = cachSlicer2.SlicerItems (item.Name)
If item.Selected = True End item.HasData = True Then
iteml.Selected = True
Else
iteml.Selected = False

End If

cachslicer2.5licerItems ("#NEDOSTUPNY") .Selected = True
Next item
Fig. 3. Control macro for second slicer setup (Sourcehant

The value #NEDOSTUPNY was chosen permanently dsés helpful value. The aim of
this step is to prevent the collapse of macro dutite continuous switch-off of all arrays of slicer
This situation cannot occur.

CashSlicerl presents routing to cash of managitgr fand also identification its active
items. After that macro cycle ,For” runs truth thk items and sets up their mirror value (true —
visible, false - invisible) in the second macroidedl by cash memory cashSlicer2.

Using this mirror setting of the secondary slicéhgt are managing pivot tables of
transactions volumes is possible to manage totaulegions of final indicators as a single OLAP
data cube.

3. Conclusion

The introduced way of the filtration in the artidke very helpful tool. It helps to create the
complex and multidimensional analyses. Every megonpany should use these analyses especially
in managing of quality.

The creation of dashboard applications on the bakisomplex interactive filtration and
processing information is assumption for cost sgaahcompany not only by reduction of costs for
guality. However, the main object is to minimizes theeds of expensive programming tools and
application that is not possible to manage for camypin its own overheads. The tool from
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Microsoft Excel is basically accessible for evepgmpany. The utilization of Excel full potential
requires only training of employees in the begignofh the process and no more capital costs.
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Abstract. The use of Voice over IP technology is rapidlywreg and in the near future it can completely
replace traditional PSTN network. The main strogasons for the use of this technology is a hugectéexh

of costs, and a significant increase in terms atfionality switched networks. In the past, applmas that
provide VolP services were dedicated exclusivelycomnputer users. Today, IP telephony can be used
virtually anywhere where one has the access tintieenet and IP networks. The nature of the medised
which is a packet network has some disadvantages,carrecting those is of an interest for telecom
operators, telecoms regulators and companies wind twaprioritize or block the VolIP traffic for aaviety

of reasons. Four basic methods of detection aré fmsethis purpose: Port-based filters, keywordSCA
string patterns, signaling patterns and statistioalysis packages.

Keywords: Voice over Internet Protocol (VolP), encryptednsmission, deep packet inspection (DPI),
statistical analysis, tunneling, packet detectemhhiques

1. Introduction

In recent years we have noticed a huge increaeipopularity ofPeer To Peeapplications
dedicated foVoice over IPcommunication service, which is due to signifitgnower costs in
comparison to traditiondPublic Switched Telephone Netwa@&rvices, as well as to a substantial
increase of the speed of the transmission link$JL]in case of end-users directly using dedicated
applications, voice or video services are usualhe fof charge. In the majority of popular VolP
protocols are implemented mechanisms that allowunivent of network security in private or
corporate networks. Implementation of non-well knoworts, deployment of services into
encrypted channels or dynamic and random port ms&gt are challenges that each network
operator must face. Therefore, it's difficult teerdify VolP traffic correctly, afterwards bandwidth
management, which ensures the of all services @ordance with the adopted policy of quality
assurance. The problem of traffic detection migatdven more difficult in case of use of the
methods of digital information transmultiplexingrfdelecommunication services [3]. Despite
significant improvements iQuality of Servicghrough the use of new routing schemes and packet-
grouping [6], accurate identification of encryptedffic is required due to its nature - a signifita
temporary load and real time transmission.

Due to the opinion often expressed by various canities and on the need to maintain a high
level of privacy between end-users who are recipiarf the services offered by the Internet
network, the research on the detection of pasdictylpes of traffic is rarely ongoing.

Another important reason to perform research ondinelopment of effective methods and
mechanisms to detect VolP traffic is its legality.This is a problem affecting not only business
and private telecommunication operators who areogeg mainly to financial losses because of
this. It has also a negative influence on the gavent institutions as the illegal traffic bypastes
settlement points and hence avoiding the paymetatxefs.

This paper aims to analyze the main detectionnigdes of encrypted VolP traffic and to
initiate a discussion on the possibilities of meffective analysis through correlation of the basic
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techniques. The further part of this paper will @38 broader characterization of VolIP traffic in
selected countries. Then four basic methods ofyaisaland detection, their strengths and
weaknesses are described. Finally blocking of mpoptlar protocols will be presented.

2. Vol P traffic deployment and characterization

Over the last decade, VoIP services have led toamel transformation of the
telecommunication market. VolP has gained a wideepiance among consumers, service
providers and business communities by offeringrdtible way to communicate. VoIP services
and converged networks have changed the definiiidelecommunication service providers. The
boundaries between network and content have blume&ing it easier for small operators in direct
competition without possession of own infrastrueturhe elimination of these restrictions allowed
to attract new customers based on the propertidseasffered services.

In some cases the VolP may face problems with impfgation. It should be noted that the
voice, video and high-speed data transmission @svihave specific requirements, thereby
generating variable network load which is the bgggehallenge in the provision of the Quality of
Service (Qo0S). In less developed countries the lpnobmay be operation of the network during
faults in supply of electricity. The incumbent ogiers may also receive VoIP as a threat to their
PSTN revenues. This is particularly evident in does where market is monopolistic and not well
balanced. The operators who make large investmientsroadband networks expect a clear
regulatory frameworks to help ensure a rapid returimvestments. Currently, the big problem is to
offer VolIP services serving emergency calls, duedifficulty in determining a geographical
location of the caller.

The biggest market for VoIP services is now EasaAshere Japan plays a dominant role in
dissemination of VoIP services. The United Statesaathe same level of users number. Those two
regions together contain almost 2/3 of total nunddarsers in the world. Those statistics should be
treated only as an estimate as it is impossibléei@rmine the exact number of computer-to-
computer VoIP users in the world at the moment.

Voice traffic transmitted over the Internet does differ at the first glance from most types of
data, so it is difficult to measure its volume. Hawar, the research of estimate ratio of transmitted
voice traffic over the IP networks in the worldssll ongoing. It shows a strong trend to grow. A
key issue of the estimates are revenues from #phehy services. Despite the fact that each year
number of users are doubled, overall revenues froite services are consistently falling. In the
face of such a large increase in the VolP marleigtions in the form of regulations can be divided
in view of countries. In some countries, VolP wamited in order to protect the revenues of
national operator (usually these are lower develameintries). In some countries consciously VolP
is not regulated by law, which gives free rein telecom operators. Very often it is a subject ® th
same regulations as the PSTN. Depending on th@démdy used, it can be a subject of a part of
the laws or all of the regulations. Significantfididilties in controlling VolP traffic are noticeabbn
the international transit points of contact. Thavere created for this purpodaternational
Clearing HousesHowever, they are not always an effective toal tlee proper calculations to
charge taxes on VoIP services [12].

Potential, considerable threat for the computer magan application such as Skype or Google
Hangouts, due to their primary aims which are tsuea the best possible quality of transmission
between subscribers. Let Skygmd User License Agreemetdt be evidence, which contains a
rather controversial clause, saying that the apptio can have control over owners computer
resources such &entral Processing Unibr Network Interface Controllef-urthermore, due to the
nature of connection, Skype application is alsmetdble to the risks of P2P networks. This can be
associated with various attack types from buffegrfiews toDenial Of Servicettacks or simply
network bandwidth limitations. Therefore, many camigs and government institutions want to
block such applications in their local networks.
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3. Methods of Vol P detection

The simplest method of network applications detectin view of implementation is the
analysis of TCP/IP ports. Depending on the protoc@ specific application, VolP services can use
dedicated ports defined by th@ernet Assigned Number Authorityaving a list of defined ports, it
is easy to control the flow of data by placing apprate rules in firewall. However, the
effectiveness of this approach is low, since thgliegtions use enumeration of the dynamic port
range [17]. Many application developers gave ups®e predefined ports in favor of dynamic ports,
which is intended to provide higher availabilitydabetter Quality of Service. Applications adjust
their configuration to the network in order to bgpdirewalls or proxy servers. Ports of popular
protocols, such as HTTP, HTTPS or SSH (respecti8ely443 and 22 ports) are used to create
simple Virtual Private Network tunnels (in applicat layer of OSI model) in order to circumvent
of blocking traffic [18].

Protocol SIP H.323 Skype XMPP MGCP Megaco
23399,
Default | 5060, | 1390 | 33083, Hgonn | 2407,
ports 5061 1718- (when 5269 2727 2944
1720 blocked —
80, 443)

Tab. 1. Standard ports of popular VVolP protocols.

The signature based method can overcome some disages of analysis based on ports of
services. Software for monitoring and analyzing ¢batent of packets which is often referred as
Deep Packet Inspection, is used for this purpasteudion Detection Systems designed for deep
analysis of network traffic fulfill their tasks Igely based on database of signatures used for
detection and identification. The disadvantage wfhssystems is that software which analyze
content of packets in terms of certain keywords &aSCIl string also analyzes the data flow
patterns that are characteristic for different sypéservices and applications [4, 9, 16].

The disadvantage of this detection approach ised @ determine the patterns of keywords or
traffic flow models for each newly created applicatwhich packets have to be detected. This
means there is a need to know each applicatioerms of behavior in network before introduce it
into a general use. Taking into account their nunamel rate of issuing new applications, it is very
difficult or even impossible to keep pace with dan$ changes. In addition, the use of encryption
techniques leads to increase complexity of thiswowktHere are two ASCII strings that identify the
Skype application, when log on to the login sef@el6, 17].

16 03 01 00 ** 42 cd ef e7 40 d7 2f 1d

16 03 01 00 cd 41 03 00 09 8040 04 08 c0 01
The identification is additionally difficult due tihe lack of a fixed position during occurrence of
information string, but it usually occurs betwednrd and twentieth packet after three-way
handshake TCP connection is established.

GoogleTalk | Skype | Yahoo | Online Game | Streaming Video | MSN Text Chat
Average packet sizeg 178B 166B 125B  423B 737B 414B
Average packets/se¢c. 21 24,9 27,5 2,1 8,5 4
Average Bytes/sec. 3709 4146 3450 890 6305 1668

Tab. 2. Comparison of selected traffic features in diffeérgpes of applications.

As can be seen from the Table 2, traffic of VolRkmds shapes differently in relative to
packets unrelated with voice traffic. It allows determine the packet flow models taking into
account appropriate set of coefficients [5]. Masamacteristic index is the number of transmitted
packets per second and it is clearly higher forP/applications.

The most common way for VoIP traffic tunneling i HP protocol. Studies on the use of
HTTP to hide VolIP calls proposes detection modskdaon following five parameters [4, 10, 14]:

- Size of HTTP request

- Size of HTTP response
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- Inter-arrival time between requests

- Number of requests per page

- Page retrieval time.

The two first parameters are relatively simple waleate. Time intervals between generated
requests are defined as time between two consecrgiyuest of the same subscriber to the same
server, about the same website. Therefore theadfiyed time interval in which a requests can be
interpreted as a requests for single website. Hsé two parameters are calculated based on
previously measured values of 1 to 3 parametersrder to assess anomalies occurring in WWW
traffic there are carried out two types of testsdohon statistical analysis: chi-square test and
Kolmogorov-Smirnov test [10, 14].

Traffic analysis based on signaling mechanismsepatis the development of communication
model between two clients. The detection processists of analyzing in details the procedure of
log on to server including the way in which cliessginds a request to the VoIP server. Such methods
have already been a subject of an extensive rdsearproprietary protocols. Skype is a frequent
topic of that research because of the very largmbaun of users as well as distinct way of
communication. Pattern based techniques can beod glution in some cases for detecting of
encrypted traffic in VolP applications. This depenidrgely on the signaling mechanisms, so
characteristic for each VolP application. The uf¢uaneling at the network layer (IP protocol)
makes that pattern based technique becomes useless.

4. Realization of Skype protocol flow blocking

Construction of the Skype network as opposed t&tRewhere there is a client-server model is
more complex. Three basic elements can be disshgdi [4, 7, 8, 15]Skype Clien{(SC) is a
software application installed on the end user wi@atkon that initiates connection, logging, and
processing of income callSuper Node$SN) are selected SC who have additional functitynia
form of routing requests and answers to the SGoine cases they act as intermediary in the login
process, when the login server is not availablecatly. In order to be selected as a SN user must
meet some requirements including high speed Intexoeess, no firewalls or other restrictions of
access to the public network, and own public IPreskl There are some bootstrap SN that are hard
coded in SC and which are owned by Skype. The #lathent is the logon server. It is one of few
central points in the Skype network where each issaubject to authentication.

Skype has a mechanism to recognize network cormfigur and existing limitations [11].
Mechanism involves sending by SC UDP requests tol&gending on that test a suitable model of
network functionality is chosen. Hence, in ordercteate good pattern of Skype signalization
ensuring application blocking, there is a need malyze of multiple client scenarios. Correct
analysis should take into account possible condijoins of the firewall, SCs with private or public
addresses, possible connectivity scenarios, vasiype user statuses, creating account and login
to network.

After successful verification of the network configtion, the SC starts the login procedure.
When communication takes place with bootstrap Sdétidation port is 33033. Otherwise, port
number is randomized in range of above 1024. lerotal authenticate on login server, at least one
previously established TCP session is required. "\thes connection cannot be established on a
random port, SC tries to establish a connectiopa 443 and 80 [13, 18]. It should be noted that
despite the use of HTTPS and HTTP ports, Skype dogstilize corresponding network protocols.
Established TCP connection allows SC to authemtit¢atlogin server. Reference 7 gives two
addresses such servers that are verified and dedcim other articles [4, 8]: 192.215.8.141 and
212.72.49.141.

After first correct login since time of registratiothe user’s credentials for further logins are
stored encrypted on local drive. Default locatisimni file:

C:\Documents and Settings\user_name\Applicatiom\S&type\user\config.xml
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This behavior makes login process automatic andammections to any login server at startup is
required. Analysis of described procedures andssitatl analysis of TCP/UDP packets, including
discussed parameters of traffic enables to proadelgorithm to identify and block calls described

in Fig 1 [4, 11].
Skype Call - Start
Outbound flow
Final decision
based on flow
Mot Skype Call and source A 4
. Calculate:
properties
- bandwidth
- packet rate
- average packet size

Identification of

Skype host — source 4>| Join with Skype sources
I[P and default port ‘:,114:

Bandwidth
< 100K bps

Average
packet size
< 400 bytes

Fi!‘.ldi]‘ij_.{ candicate Jomn with inbound candidate flows
inbound flows

¥ 3

Outhbound Calculate main mode of Yes
packets nterarrival time

Figure 1. Process of Skype calls identification.

Not Skype
speech flow

Packet rate
between 13 and
36 packets/sec.

5. Summary and conclusions

Detection and classification of network trafficaskey issue for telecom operators because of
security, Quality of Service and economic policyl. tAese techniques, e.g. analysis based on ports,
signatures, traffic patterns or statistical analyisave their limitations. The complexity of VoIlP
protocols and data encryption makes the total in&tion flow control is not possible.

This paper reviews proposed VolP detection methAdalysis of ports and packet signatures
can be applied to both voice, data, and signaletgalion. These techniques may be effective for
some protocols, but in cases, where traffic is yrted, only patterns of signaling and statistical
analysis can be applied. Port based analysis caisdzeto detect the encrypted transmission only if
data tunneling takes place higher than in netwasiel. Due to its performance limitations, the
statistical analysis is not the best solution, darrectness of encrypted and not encrypted traffic
detection puts it in first place in term of effeeness. Except statistical analysis, all these oasth
have good scalability.

Current research on VolP detection can be divided iwo categories. The first one is
characterized by detection based on VolIP traffistinictive parameters. There are several
algorithms in this group, which detect various pootis without detailed identification of
application. The second category of algorithms aselol on communication models which are
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defined in order to detect anomalies that occuh@network. Existing communication models are
successfully used for detecting traffic tunnelirrgéd on HTTP protocol.

Possible solutions of using the techniques listemlva should be determined considering VolP
traffic detection regardless of protocol, encryptimechanisms and network security policies.
Analyzing research in this field raises to an obggon that there is still a lack of generic toattw
high scalability and performance, which would alldetection of VoIP traffic in real time.
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Abstract. Input shaping is a technique that operates bgrifily reference command so that the modified
command does not invoke natural frequencies ofsyls#em. Residual vibrations occurring in positignin
systems can be reduced by forming the referencieat@mgnal by the notch filters, low pass filtensd input
shapers. In this paper, an adaptive input shapéefnique and advantages of using extra sensors are
discussed too.

Keywords: Input shaper, damping, adaptive input shaper.

1. Introduction

When controlling weakly damped dynamic system, wetbf input shaping is often used. The
method should ensure control of the movement okgstem with flexible elements so the system
does not start to oscillate. In practice, theredten limitations that need to be considered m th
theoretical proposal of the shaper. These limiteatimclude especially limitation of input variable
magnitude and relatively low resolution of the autplements performance [1].

Among the interesting applications we can inclufite, example, motion control of speed
elevators, cranes, production lines, especialthéfood industry.

2. Input Shapers

In general we can say that the problem of the irglaiping occurs always when controlling
positioning systems with flexible elements. Witle ttevelopment of mechatronic systems, the issue
of input shaper becomes actual again. The rold@fshaper is to modify frequency spectrum of
control signals so that the resonant frequencyoafrolled system is avoided. On this basis, we can
conclude that in a principle we are talking abordppsal for a serial correction element (Fig. 1)
with the task to adjust the frequency charactessiif the controlled system.

u Input us Controlled | y
e > -
shaper system

Fig. 1. Representation of the input shaper application.

Input shaping is the process of modifying the aantommands in a way to disable the
resonant system output. In other words, the inpaper filters frequencies of these commands that
cause resonance in the system. Parameters of shpper are formed so that the response of the
system to input signals corresponds to the desgsohance characteristics.

2.1. ZV input shaper

For various applications, a wide range of inputpeha has been developed. Often used input
shaper is Zero Vibration (ZV) shaper. This shapdees$ the shortest time needed to implement
arithmetic operations of the system using only fpesipulses. This time is important because the
convolution with the input shaper increases thetrea time of the shaper throughput. If the ZV
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shaper is designed with a perfect model, all vibrat are canceled. If the model is incorrect, some
vibrations occur [3]. The ZV shaper can be defiasd1), wheres» and¢ are inherent frequencies
and damping of the flexible system respectively.

A' 1 K T —qn
ZV:[ J]: , whereT = ——— K = eV1~¢%, (1)
g =[1tK T+K i

2.2. ZVD input shaper

If it is desired to ensure the fault toleranceiasfamodeling errors, Zero Vibration Derivative
(ZVvD) input shaper can be used. This shaper fotkesfunction derivation with respect to the
modeling error to be equal to zero (2). The tax ddding this extra robustness is increased
execution time of shapers arithmetic operationd,thos the time of the system transition.

" 1 2K K?
ZVD:[;]= 1+2K+K2 1+2K+K? 142K +K?|» (2)
J 0 T 2T

whereT andK are defined exactly as those near ZV shaper.

2.3. El input shaper

Another type of shaper is Extra-Insensitive (Elysér. Time needed for the shapers arithmetic
operations is the same as in the case of using ZNW&per, but its insensitivity is considerably
higher [2]. The insensitivity of El shaper depewasthe size of allowed vibrations in exact model.
In general, the size of allowed vibrations is detieed to be equal to the upper limit of acceptable
residual vibration. The reason for this procedarthat increasing the allowable size of the vibrati
increases insensitivity to modeling errors. Thatieh representing the El shaper can be defined as
(3), whereV stands for rate of insensitivity to system viloas.

1+V 1-V 14V

4; 4 2 4 ™
EI:[ ]]= , WhereT = —— 3)
2

Figure 2 represents the relation of residual vibret and normalized frequency for ZV, ZVD
and El shapers [3].

— —
o (A
-1
]
!

o

Residual vibrations (%)

(=]

08 i
Normalized frequency (w/wmodel)
Fig. 2. Comparison of ZV, ZVD and El input shapers.

2.4. Using conventional filtersasinput shaper

For input shaping, various conventional filters d@nused [4], [5]. The impulse response of
real systems is too long for modelling by FIR fijtbecause this response is infinite. To reduce the
impulse response, a certain part is only maintaingdich damages the frequency response.
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Therefore, it is necessary to determine the radftilarge window with respect to the period of
oscillation.

The main advantage of the IIR filters over FIR¢€iift is that they generally meets the
specifications of much lower filter order, as tt@responding FIR filters [6]. By using IIR filter
relatively good vibration reduction is achievedt the arising time delay in their use is too large.

Ideal notch filters, as well as an ideal low padiers are not feasible. As the size of the
response during the notch suddenly drops to zedala next pass band becomes again unitary, it
can be claimed that the filter has an infinite landn an ideal band-pass filter Hamming window
can be applied. Windowing produces feasible filtetth the frequency responses close to the
responses of an ideal filter. The response obtdnyadasing this filter contains a significant resatiu
vibration.

3. Adaptiveinput shapers

To adjust the input commands online, direct desmgithod of adaptive shaping control signal
can be used. The task of this method is to enbaterésidual vibrations are suppressed in the final
time, as soon as possible. The more general fijausing discrete FIR filter can achieve the same
objectives. Different approaches leading to imptbeeor robustness in the model were examined.
However, increasing robustness requires an incrigaee period of input shaper implementation
and the corresponding increase in stabilizatior timthe introduction of usage of negative pulses.

Obviously, the vibration reduction in the systemowd be adapted to the characteristics of the
input shaper as measured by current oscillatiohs. disadvantage of this approach is the need to
add further sensors and increase the complexitgoatroller. Despite these complications, it is
necessary to consider the potential benefits iniadmns in systems with unknown or time-
varying dynamics.

One approach to adaptive input shaping is basdbeonse of methods of system identification.
In this case, the shaper is defined to meet theingents of the proposal, which is already known
as a function of identifiable parameters in theeystransfer function. The identification system in
the frequency domain was first proposed to adjnsttime interval of shapers pulses [7]. Such
identification systems are also considered comjunally less demanding [8]. How can these
systems be successfully applied to multimodal systés still an open issue, especially when
significant noise occurs. These systems preventutiembiguous identification of the model
parameters.

Method of direct adaptive input shaping (Direct ptige Input-Shaping - DAIS) is based on
the measurement of residual oscillations and magiteetly applicable for multimodal systems.
This method includes a sufficient number of pulsethe shaper sequence and it can be used to set
only the amplitudes of the pulses. Zero vibratioas then be obtained with any times of the pulse
occurrence.
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Fig. 3. The structure of adaptive input shaper.

3.1. Direct design method using input and output data

Input shaping requires the determination of theerfiH, which ensures that when the input
commandr reaches and remains at zero or other stable Vvilleegutputy reaches and remains at
zero in finite time. This condition is known asaetbrations. It is expected that the achievemént o
the zero state ag causes the elimination of undesirable oscillattmmponents at the state of
positionp. The outputy occurring in response to the commanig the convolution ofy = f = r,
wheref = g * h is the impulse response of the system [9].

Consider input shapét defined by the number of coefficieris which is connected in series
with a stable linear syster® with infinite impulse response {g,, 91, 9>, ---}- Shaper has an
impulse responsk = {hy, hy, h,, ..., hg}, that is the aim of optimization / adjustment, &and|
represent controlled system, as shown in Fig. 3.

In the case that we do not know the mathematicalahof the systen®, we can use the direct
method proposal using input and output signals. Tdilewing matrix (4) derived from the
convolution equation describes the relationshipvben inputs and outputs:

[ YN YN-1 - YN-k ]
|[YN-1 YN-2 - YN-k-1]
e e |
Yk  Vk-1 =« Yo
uN uN_l e uN_K 7 gO O . 0
[UN—1 Un-2 = Un-K-1 g1 g 0
=1 ; 5 Jrey o T+ )
[uK+1 uK u1 * ° .
Ug  Ug—1 o Uy 19k Gk-1 - Yo
Un-k-1 Un-k-2 - Wolrge g . g
J”N‘.K‘z UNok=s 9] gisz Gkrr - G2
l o 0o . OJ P ‘
0 0 ol In 9n-1 - IN-k
This relation can be simplified as (5):
YN = UN¢)+VNFN' (5)
If h satisfies the condition of zero oscillations, Bgh = 0 and we know thabh = f , then:

Even though knowledge of the system dynamics coething is not necessary for the synthesis,
the approximate values of the natural frequenciey fme helpful for choosing the appropriate
duration of the shaper.
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4. Conclusion

In this paper, conventional input shapers, filtangl adaptive input shaper were considered.
Each of these input shaping schemes succeededucing residual vibrations. It was stated that
with the cost of additional time delay a greateducion in endpoint vibrations is obtained.
Creating adaptive input shaper represents diffeagmroach than adding extra robustness. It is
obvious that the adaptation algorithm is more campnally demanding, because shaper’s
coefficients are modified based on the informattmtained by the sensors. The method of direct
adaptive input shaping using input and output dbias not require the knowledge of system
transfer function. This fact means, that coeffitseof the shaper will be adjusted correctly even if
parameters of the system change.

When designing input shaper, one of the factorthésexecution time of shapers arithmetic
operations. This time may be significantly redubgdlesigning proper adaptive input shaper. It can
be stated that more accurate information is redeivem sensors applied to the system, input
shaper with less coefficients has to be proposadppress residual vibrations.
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Extension of Automatic System For Animal Recognition to animal
classification in theinfrared domain
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Abstract. In this paper, the description a reasons why tBEAR system have to be extended into infrared
domain for animal classification in night is preseh Moreover, some behavioral and migration
characteristic of wild animals and reasons forrttmovements were described. Thus, the physiological
background of Animal Visual System in opposite tantdn Visual System we described in detail. Follgwin
the analysis of visual behavior, the concept ofsgsgnthe wild animal in the natural environment and
appropriate time migration was developed. Regarthntne dominant migration time, the original ASFAR
system was extended to infrared domain. Thereame $nfrared subparts different in wavelength. Ttlos
decision that kind of infrared domain is more dbligefor animal capturing and classification in ttight was
discussed, too.

Keywords: animal, classification, infrared, night, ASFAR

1. Introduction

ASFAR (Automatic System For Animal Recognitionkistem developed at the Laboratory of
Digital Video Processing, FEE, University of Zilind provides very good results for automatic
recognition of wild animals from captured videoesims. This system was developed for
classification of animals occurring the area ofv@lorepublic like deer, bear, wild boar, fox and
wolf. It is detailed described here [1].

It was developed for animal detection on scene witlhd illumination in the daytime. In
evening or in night when the light is too low itirmpossible to capture good images in visible
spectrum. It is impossible to classify the animal @aptured images, which are almost black
corrupted by a lot of Gaussian noise. If we usdtemial visible light source we will improve the
illumination on scene but this light can disturbscare animals. They can see it and they usually do
not come to this areas in the middle of night, thresginctively run away from this areas. Therefore
we have to improve this system for the video stre&apturing in the night with enough image
quality and make this system invisible for animatithe same time.

The paper organization is as follows. Section @eigoted to the general migration information
of wild animals and section 3 to the visual chaastics of animal eye. In the section 4, the sbhte
the art in the capturing and classification domei@ introduced. In the final, the enhancement of
previously developed system ASFAR are presentedettion 5. The last section contains the
conclusion and future work.

2. Behavioral and migration characteristics of wild animals

There are a lot of kinds of wild animals in SlovakiVe are focusing especially on animals
defined in chapter 1. FoxeRt, Vulpes vulp@sare very territorial animals and their territargn
cover almost 20 kA but younger ones can migrate up to 15 km far avlmer (at. Capreolus
capreolus in the summer usually stay in one place, but tieyally migrate in winter to find food.
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Different behavior have wild boarda(. Sus scrofa Because they are still in move, they can
migrate up to 40 km per day. On the other handisdig. Cervus elaphyseriodically migrate to
find food and also during the rut. Bealat(Ursus arctoy and wolveslét. Canis lupuy migrate to
long distances, they walk hundreds of kilometers.

Main reasons for migration are finding water anddioseasons, changes of temperature or
mating seasons [2]. The most of this migration @sunay cross the roads, railways and highways.
It is very dangerous for animals and people in.daspecially in the night, there is bigger chante o
collision between car and animal because they @reeamainly during sunrise or sunset and also
during the nighttime, when the light condition &y poor for our eyesight.

3. Impact of infrared domain on animal eyesight

3.1. Animal eyesight

There are some key differences between human eyeotlrer mammalian eye. Especially
between the eye witfiapetum lucidunsee Figure 1. All previously mentioned animalsehévs
special reflective layer. We can compare this laygh a mirror. When the light enters into eye, a
part of this light is being absorbed by photorecepaind the rest is reflected back by this layter. |
means that photoreceptors can absorb reflectetldiggin. Human eye is missing this layer so we
can absorb light only once, but for example dearatasorb light twice. This is the main reason why
some kinds of animals can see better in the dadkitais also the reason why their eyes shine at
night.

The second difference is the count of rods (loghtliphotoreceptors) and cones (color
receptors). Deer has a lower concentration of caneshave only two types of color receptors, see
Figure 1. Human eyes have three types of conegd.i3kdhy they can see less colors as human. On
the other side, they have a higher concentratiaiodd cells. Thus, they are more sensitive to light
intensity and they can see a much more bettereirlgink.

Finally, third difference is pupil. Deer's pupil isuch more bigger and can open wider. They
can gather more light than human eye. Mentionechalsi from chapter 2 can see far more better in
the dark as human. All mentioned facts are reaseig,they are so active in the evening, morning
and during the night [3], [4].

CHOROID

DEER COLOR VISION

Blaze
Orange

TAPETUM LUCIDUM
IRIS RETINA

100

80
60 .
40

20
0

LIGHT

Relative
Sensitivity

550 600

400 450 500
a) b)

Fig. 1. Animal eye with Tapetum lucidum, a) cross sectlmnspectrum.

3.2. Infrared domain

The most of wild animals are primary active in nighherefore we need to monitor them in the
night too. We can realize this task by using camémainfrared spectrum, see Figure 2. Infrared
spectrum is a part of the light which cannot bendeehumans, because longer wavelength light has
lower energy and it is too low for our eyes to #e&Ve can see the light between 380-700nm
wavelength only and we call it the visible lighhfrared domain is between 780nm to 1mm
wavelength.
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With special sensors and cameras we can deteataamwrt this part of light into an electrical
impulses and construct image. Infrared light isidid into three dominant parts based on ISO
20473 specification. The first one is NIR (Nearr&iRed) light within the range from 780nm to
3000nm. Next one is MID (Medium-InfraRed) lightriange from 3 000 to 50 000nm and last one
is FIR (Far-InfraRed) light up to 1mm wavelength [5

The key difference between NIR, MIR and FIR is ttat NIR is usually used as infrared light
as illumination in the dark environments. Then @a capture reflected light from objects. Lighter
areas are closer to light source or have biggéatefn. Darker areas are farther from light source
or have smaller reflection. The MIR, FIR captureedily emitted light from objects as thermal
radiation, where lighter areas are hotter and daakeas are colder. It is also called thermo-vision
[6].

Highest Energy Wavelength (nm) = Lowest Energy
102 10° 104 10° 10* 10"

1020 10'0 1014 10‘2 )10 10! 104
& Frequency (s")
780, 3000 50000 1 000 000

Fig. 2. Infrared spectrum based on ISO 20473.

3.3. IR light visibility by mammals

We do not want to disturb or scare animals with eystem. At first we needed to make sure
that animal cannot see or notice IR light. Basedtady [7], animals should not be able to notice or
see infrared light. Due to low energy of IR lightirmals cannot visualize stimulation in infrared
light domain. On the other side, deer are ablee®w WV light, because they have not UV filter and
that is reason why they cannot see as much daghsiman.

4. Other IR classification systemsin night

There are many ways how we can realize human ananclassifications in night. First
difficult task is hardware realization of the systeln [8] they used FIR camera for capturing
thermal images. Then they converted this imagegdgscale, where hotter areas are brighter and
colder ones are darker. Animals on images are taigthan a background. Next they use
thresholding to create a mask containing the anpieabgram which is used for classification.

Most of this systems like this [9], [10] are basedusing thermal cameras. The advantages of
this systems are that they do not need any sourdgyld. Capturing by thermal camera is
independent on visible light condition and can el good images with good contrast even in
absolute dark areas. Animals or humans do not pertieat they are monitored. The disadvantages
are low resolution of output stream and low frarmpes second ratio. Moreover, they are also quite
expensive.

The thermal IR camera cannot be used as ordinangreafor capturing visible light. ASFAR
system was developed by using ordinary cameraseftte we need to expand system with one
extra thermo-vision camera for nighttime. For ourgmses, this configuration is unacceptable. The
reasons are expensive hardware and financial edializ power consumption, etc.

The other way how to capture the video in the nighs used in [11], [12]. They used NIR
camera with additional infrared illumination for destrian recognition. This systems capture
grayscale images only. The advantages of NIR casram high resolution with good frames per
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second ratio and they are also cheaper than MIRRrcameras. The big disadvantages are worse
contrast of images and requirement of additionailliRnination. Overall quality of illumination
depends on numbers of IR LEDs and total power. ComMIR cameras with integrated IR LEDs
can illuminate scene up to 30 - 100 meters.

In our solution, the additional IR light reflectaxsilluminate monitored area will be used. The
most of NIR cameras are equipped with standard GCOMOS sensors which can capture light in
visible spectrum and also in infrared spectrum ayd®00nm. For the video capturing in night,
additional IR filter and IR LED diodes are useds8a on this facts, NIR camera is the best solution
how to extend our ASFAR system for monitoring ighti In Figure 3, a samples acquired by NIR
camera AXIS Q1765-LE and Thermal camera FLIR TAG4R are introduced [13].

Fig. 3. Acquired images, a) NIR camera, b) Thermal camera.

5. Our solution for ASFAR extension

In figure 4, the block diagram of extended ASFARteyn with infrared domain is shown. For
our purpose will be used security outdoor cameith wight vision Axis Q1765-LE. This camera
have four infrared LED diodes for scene illuminaticEach diode emit light around 850nm
wavelength peak. It allow to see the objects uglQm distance during the night for capturing
enough good quality video stream. Switching betweéaytime and nighttime mode can be
automatically controlled by the camera. Based adusode, the system will be switched between
block for detection and feature extraction durihg tlaytime and during the nighttime. Animal
classification during the daytime has already baeveloped in laboratory. Now, the extension in

IR object-based classification will be designed.
%PC Image processing unit )
Moving

Object detection and object's obiectcl
feature extraction in visible —{desriptors A ject classes
domain

Communication module )

Data transmissions

Object detection and A

feature extraction in IR
domain

The main computing unit)

Motion vectors of objects
A

N N O

Migration corridor creation )

Fig. 4. Extended ASFAR system.
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6. Conclusion

In this paper, the extension of existing ASFAR egstwas presented. In detail, we described
the importance to extend this system for animasifecation during the nighttime working. Based
on animal eyesight and their behavioral charadterisve tried to find out the best solution for
proposed expansion. We deduced that best are&arfad light for ASFAR system will IR domain,
namely, near-infrared light sub-domain. As sourckgbt, the IR LED diodes emitting light around
850nm wavelength will be used. This light is formaals invisible, thus it will not scare or disturb
animals in their natural environment. In the futdneal version of ASFAR system will provide 24-
hour monitoring with automatic animal classificatidor better migration corridor creation.
Moreover, it can be used for planning roads, higtsyaailways and precede car-animal collision
and etc.
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Abstract. This article presents the impact of rain attermmattontributing to the overall loss of signal
propagation along Earth-space paths in Poland énatiea of Kielce city. This area is the represemtat
region in Poland, especially due to the centrahtion, environment and morphology of terrain. Claséhis
city from 1974 at Psary-#ty, was a large satellite ground station, operatedP SA once, with up to seven
large parabolic antennas. In the general theorypteeence of rainfall has an influence on the guali
microwaves links. In this paper we present the gtamesult measurements to show the impact of atinf
intensity on the horizontally and vertically polaed radio waves in both (upper and lower) frequdranyd.
In practice the quality coefficients allow to debéme the reception range of digital satellite systeWe can
estimate the influence of rain intensity on the ligpacoefficients signal such ag€hannel power, CNR
(Carrier-to-Noise Ratio)MER (Modulation Error Ratio),CBER (BER before FEC — Forward Error
Correction, Channel BERYBER (BER after Viterbi, Viterbi BER) and BER (BER after LDPC — Low
Density Parity Check). In future all collected datm be used to determine the impact of rainfadirisity,
polarization and frequency of microwaves on thesinead satellite signal quality to provide infornati
about signal attenuation due to rain.

Keywords: signal attenuation due to precipitati@hnannel power, Link margin, CNR, CBER, VBER, LBER.

1. Introduction

The Kielce University of Technology was the membérthe international research project
COST Action IC0802 —Propagation Tools and Data for Integrated Telecommunication,
Navigation and Earth Observation Systems [10]. Some part of this study connected with tngact
of rainfall intensity on the quality coefficients presented in this article [10]. All of measureimen
data were used to estimate the impact of the dhimitensity, polarization and radio wave
frequency on the quality of received microwave l§tesignals in Poland. We analyze the
microwave satellite signals transmitted via thevacsatellites Hot Bird on geostationary earth
orbit: (1) Hot Bird 13A; (2) Hot Bird 13B and (3)dt Bird 13C. From this orbital position (13
degrees East) we can receive 2216 Ku-band tranemssg1) 1649 television programs — include
1197 free-to-air transmissions; (2) 384 radio stetiand (3) 183 transfers data. For satellite Hot
Bird 13A minimum declination is 0,01° and the maxim — 0,04°, for satellite Hot Bird 13B
minimum declination is 0,07° and the maximum — ©,83d for satellite Hot Bird 13C minimum
declination is 0,02° and the maximum 0,03°. In Hritcle we present only the sample data which
can illustrate the general regularities (see TabTdb. 2, Tab. 3, Tab. 4). The owned meter can be
used to change the reference level of the satélitelwidth in the range of 70 dBuV to 130 dBuV.
In the case of digital systems we use the noisel ldetector to determine the carrier level with an
average value (filter bandwidth of 4 MHz) on thensaadjustments bandwidth.
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2. Tables

Rainfall intensityR is defined as the ratio of the total amount oh r@ainfall depth) falling
during a given period to the duration of the peridle present below the examples of
measurements (standard sigm2¥/B-S, modulation:QPSK) obtained in the area of Kielce citig €
0 mnvh, R= 0,3 mnvh, R = 0,9 mmvh). Full study include also many results of measnets for
signals with the same and different transmissiorarpaters $ymbol Rate, FEC, Bitrate) also in
standardDVBS-2 and modulatiorBPX in a wide range of changes in rainfall intensityiet are
not presented here due to the finite volume ofatttiele. On this basis we can overall illustrate th
impact of rainfall intensity on the frequency oétmicrowave satellite signals for each polarization

(horizontal and verticallSee some examples.

The frequency of Rainfall intensity
the signal before
transformation Qualit
[MHz] and the coeﬁicignt Unit
number of the R =0 mm/h R=0,3 mm/h R=0,9 mm/h
corresponding
transponder
C;‘cf‘v'\‘/gre' dBuv 77.8 77,2 76,9
WOTT 69) | rrgin | 7 66 od
ink margin , , ,
CBER <1-10° <1810 <2910
VBER <1-10° <1-10° <1-10°
Cg‘:vcgre' dBuV 77,4 76,6 76,4
toosaon) | MR L8| 199 = L
ink margin , , ,
CBER <2110 <1,3:10 <1510
VBER <1-10° <1-10° <1-10°
* Standard signaDVB-S, modulationQPSK (FEC =5/6).
Tab. 1. The result of masurementfor horizontally polarized radio waves .
The frequency of Rainfall intensity
the signal before
transformation Qualit
[MHz] and the coefficignt Unit
corresponding
transponder
C;'ffvﬂgre' dBuV 76,8 76,1 75,9
MER dB 15 14,2 14,1
11565 (153) Link margin dB 8,9 8,1 8
CBER <1-10° <1-10° <1-10°
VBER <1-10 <1-10 <1-10
C;'ffvﬂgre' dBuV 74,2 73,3 72,5
MER dB 14,3 13,5 13,1
12169 (73) Link margin dB 8,2 7,4 7
CBER <1-10° 3,2:10° 6-10°
VBER <1-10 <1-10 3,5-10

* Standard signaDVB-S, modulationQPSK (FEC =3/4).

Tab. 2. The result of masurementfor horizontally polarized radio waves.
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The frequency of
the signal before
transformation

Rainfall intensity

[MHz] and the Q“‘i‘”_ty Unit
number of the | Coefficient R=0mm/h R=0,3 mm/h R=0,9 mm/h
corresponding
transponder
Channel
dBuVv 77,4 76,1 75,9
power
MER dB 15,8 14,9 14,8
11316,5 (6)
CBER <1-10° <1-10° <1-10°
VBER <1.10' <1.10 <1.10
Channel
dBuv 75,3 74,4 73,6
power
MER dB 14 13,3 13,1
12111 (70)
Link margin dB 7.9 7,2 7
CBER 1,1-10° 57-10° 5,8-10°
VBER <1-10 <1-10 <1-10
* Standard signaDVB-S, modulation:QPSK (FEC =3/4).
Tab. 3. The result of masurementfor vertically polarized radio waves.
The frequency of Rainfall intensity
the signal before
transformation Qualit
[MHz] and the p vy Unit
number of the | coefmicient R=0 mm/h R=0,3mm/h R=0,9 mm/h
corresponding
transponder
Channel
dBuv 77 76,3 75,5
power
MER dB 14,7 13,9 13,1
11881 (58)
Link margin dB 8,6 7,8 7
CBER <1.10° <1.10° 35 10°
VBER 4,710 <110 <110
Channel
dBuVv 76,8 75,3 74,3
power
MER dB 13,6 13,5 12,3
12225 (76)
CBER 2,1-10° 8,3-10° 4510
VBER <1.10' <1.10 <1.10

* Standard signaDVB-S, modulationQPSK (FEC =3/4).

Tab. 4. The result of masurementfor vertically polarized radio waves.
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Increase in the rainfall intensity causes the demanChannel power. Generally, with the
increase in the rainfall intensity we can obserkat MER, Link margin and CBER, VBER
coefficient decreases slowly. With the increasthafrequency these rules are more noticeable. In
practice the Hot Bird satellites are equipped WAGBC systems (Automatic Gain Control). It may
give rises to lack of correlation between changepoWer of signals transmitted by satellite
operators and power of signals received by theused in decrease or increase in power. The study
show that the greater rainfall intensity causedribeease in signal attenuation and thus degrauatio
of signal quality coefficients such aShannel power, MER, Link margin. Increase in the rainfall
intensity causes a gradual reduction of error rd&&R before Forward Error Correction (Channel
BER) and BER after Viterbi (Viterbi BER) f@VB-S standard signals and BER after Low Density
Parity Check (signals in th®VB-X2), wherein — depending on the signal coefficientsl a
polarization — increase in the rainfall intensitgyed not always result in the visible changes of
coefficients:CBER, LBER or VBER.

3. Conclusion

The overall result measurements may be importaminwhgh reliability of microwave link is
needed to calculate the link budget analysis inddsgn of telecommunication systems. In practice
systems engineers can improve the design and pefme of satellite links in adverse weather
conditions and consequently they may reduce theaisinterruption or lack of communication
between the terminal and active satelllE@$TELSAT Hot Bird on geostationary earth orbit. The
overall collected results of the international eesh project COST Action IC0802 Propagation
Tools and Data for Integrated Telecommunication, Navigation and Earth Observation Systems
indicate (on the basis of the comparative resulth® analysis of measurements for vertical and
horizontal polarization) that the signal attenuat{with the same frequency and rainfall intensity)
of horizontally polarized radio waves is greatearththe signal attenuation of vertically polarized
radio waves that empirically confirm the theorynfrditerature for propagation radio waves (the
elaboration model is developed in accordance vétles of the ITU-R Recommendations in up-to-
date) [1, 3, 4, 5, 6].

Ongoing research may be used in the further toyaedahe propagation of microwave satellite
signal (on the direction of the satellite-Earth &atth-satellite) in the area of Kielce with thesbe
possible quality including the atmospheric attermmgtcombine the signal by transmultiplexer,
analysis of absorption, ionosphere phenomena dret tdctors in the troposphere [2, 7, 8, 9, 10].
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Abstract. A telemetric station measuring continuously varignysicochemical parameters of hot spring
waters is presented. The work describes the filhbperation stage of the integrated system. €hgks of
the wireless connection are presented as well asststal inferences regarding the measured ddta. T
measuring station is able to dynamically measurecgss and transmit the following key factors of
hydrogeological significance: Radon, Geomagnetildfistrength, redox potential OPR, acidity PH,
Conductivity and water Temperature. The presertitsscal analysis concerns data for the timeque#8-
4-2014 till 21-6-2014. Some interesting resultsereb statistically significant correlations thaherged
between the involved physico-chemical factors

Keywords: Wireless Telemetry, Hydrogeology Engineering GggldModeling/Statistics

1. Introduction

This work concerns a measuring station built ineorth investigate the physical and chemical
characteristics of the Thermopylae natural hot wafgings. The scope of this study is first to
describe aspects of the developed wireless measuntesaystem and second to present some
thorough statistical inferences coming out of ttetistical analysis of the data taken by the full
operation phase of the integrated system. The winalasuring system provides a realisation to a
challenge stated in [1], where the need for a sysitcontinuous monitoring of physicochemical
hydrogeological parameters is stated.

An early development and preliminary results of ititegrated measuring station are presented
in [2], [3]. A Similar sensor system for environni@mmonitoring (Slovenian hot springs) as well as
seismic detection is described [4]. The developeasuring station belongs in the broad category
of Wireless Sensor Networks (WSN). A WSN includesious spatially distributed autonomous
sensors that monitor physical or environmental d¢ards. WSNs cover a great variety of different
domains, such as weather parameters monitoringgngeior acoustic detection, health monitoring,
inventory tracking, army surveillance or processitaing.

The measured factors are of hydrogeological impeda During geological deformations
which most probably take place in different deptlaious variations are produced such as:
changes in the temperature and/or chemical com@ositariations both in the gas discharge flow-
rates and in the chemical and isotopic compositibthe gases (especially 222Rn), hydrostatic
pressure, electrical conductivity etc.

In the full operating system under study six par@msewere introduced and measured which
are important to geological deformations too. Ratostudy the influence of deformations to gases
flow/composition, Geomagnetic field strength anthperature to study the flow rate and depth
variations, PH to study acidity variations, Redatgmtial to study the biologic load variations, and
electrical conductivity to study the salanity véioas.
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Since geological phenomena are time dependeneipscted that measured physicochemical
parameters to follow the same variation in timeadidition occasionally certain abrupt geological
realignments occur in a few minutes. In these orstances in a time scale of a few minutes it is
possible to extract critical information for theoffggical phenomenon. In the present research
measuring station, physicochemical parameters bae® measured underwater. This means that
their values are considered to vary on a time ssaleours. However, a sampling period (or data
collection time) of 15 minutes has been implementedrder to capture both common and
spontaneous geological phenomena.

In what follows, the implemented telemetry systerd the statistical methods are presented in
the second section. Some selected statisticakinéess of the data analysis are presented in tite thi
section.

2. Materials and Methods.
2.1 Wireless link setup.

The investigation of a reliable wireless link betnethe data collection measuring station of
Thermopylae, Greece and the campus of Technologidaktational Institute (ATEI) of Central
Greece, located at Lamia, Greece was thoroughbstiyated in [2],[3].

Line of Sight (LOS) was assumed for this link. Amta heights were considered so as to
provide LOS and avoid obstruction or severe fadiyglocal foliage. In order to estimate the
average level of local mean strength at the recetw® different path loss models were employed:
the Free Space and the Log-Distance path loss ni6ddl The Free Space Model takes into
consideration only the distance-dependent lossestaldree space propagation [8]. On the other
hand, the Log-Distance model incorporates the expath loss, defined by Jakes as “the difference
(in decibels) between the computed value of theived signal strength in free space and the actual
measured value of the local mean received sig®l'i this scenario, since LOS is considered, the
excess path loss stands for the losses due tantemd other geographical irregularities.

The average path loss (in dB) is provided by tHeveng formula [8] for the Free Space
Model:

P =32.45+ 20log, f §1Hz )+ 20logd Km «y

The mathematical expression of the Log-Distanchk [mests model is given by [9]:

Ltotal = PL(dO) + N |0g10£dij + XJ (2)

0

Where PL(d,) is the path loss at the reference distance, ystadén as (theoretical) free-space loss

at 100 m or 1 km, for outdoor propagation scenahias the path loss distance exponent (set to 2 in
this work) andXs is a Gaussian random variable with zero mearstamlard deviation af dB (set

to 6 dB in this paper)N ando are derived from experimental data. During our kvarcoverage
probability of 95% was assumed and thus:

X, =zx0(dB) =1.645<0 (@dB) 3)

Both models are suitable [9] for open areas urditkeers which are more appropriate for urban
or suburban areas, such as the Hata and Okumural piog-[11].
The distance required for signal propagation (TeBasation is approximately 38 km) calls for the
employment of specific wireless technologies sushWaMax or LTE. In [2,3], the 1800 MHz
frequency band was investigated since major telewonications providers in Greece have
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introduced LTE in band 3 (1800 MHz). A bandwidth28f MHz was assumed and a medium-range
LTE Base Station (BS) is assumed, with a maxim@amsmit power of 38 dBm.

Results provided a signal reception level critigatlose to the threshold set by the receiver
sensitivity level. Clearance of first Fresnel zdoe ensuring LOS communications was deemed
essential for the avoidance of outage. Moreoveainif unexpected excess path loss occurred, then
the link was compromised. Since distance-depenttept space losses were considered, it was
imperative to provide a more efficient solution. dénstanding that free space losses are also
frequency dependent [5] and in compliance with itheerse-square law, in this work we have
introduced a LOS link based on band-28 LTE. Thesfa 700 MHz carrier frequency is
investigated in this work. According to LTE specidiions [12], or the 700 MHz carrier frequency,
an additional margin of 6 dB for interference natign needs to be considered, leading to a
threshold of -85 dBm.

Three propagation scenarios were examined for déinel428 solution or our wireless link of 38
km: a free space/LOS propagation scenario wheng distance-dependent free space path loss is
considered, a LOS-dominant propagation scenarib aiit excess path loss (attributed to various
mechanisms such as scattering or partial impafrtge ' Fresnel zone) with a shadow depth of 3
dB (a total excess path loss of 4.94 dB), and aemsevere case of excess path loss with a shadow
depth of 6 dB and a total excess path loss of BB8A medium-range BS of 38 dBm has been
employed and results are presented in the followgnagh.
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Fig. 1. Local mean value of received power as a functfodisiance

As it can be seen from the graph, for the free esp48S scenario, the link is never
compromised as the receiver threshold is approafchetistances up to 45 km. Concerning the T-R
separation distance of 38 km, there is a fade marfya few dB. For the excess path loss scenarios
however, the link is compromised: in the case afilal excess path loss (standard deviation of 3
dB), the receiver threshold is reached at ~ 27.5tkis refers to the threshold that incorporates th
6 dB margin for interference mitigation, as theuatsensitivity level is never reached for distance
up to 45 km). For the more severe excess pathstmmsario (standard deviation of 6 dB), the link is
compromised at ~ 15 km, whereas the receiver sahsievel is crossed at around 30 km of T-R
separation distance.

2.2 Statistical methods

The under consideration data from the full operatiteasuring station in Thermopylae refer to
the time duration 28-4-14 till 21-6-14. The variquerameters of hot waters that are measured are:
Geomagnetic Field strength, Radon in pCi/L, temjpeeain Celsius degrees, potential of redox
(ORP) in milli-Volts, PH and conductivity in millsiemens. Data analysis was performed with the
help of commands in SPSS v21 software.

First descriptive statistics was performed on ddtancludes measures of skewness and
kyrtosis in order to study deviation from normalityurthermore Kolomorov-Smirnov test was
evaluated. The tests of normality overlay a normaive on actual data, to assess the fit. A
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significant test means the fit is poor. Finallydrder to explore the type of distribution P-P plots
and Q-Q plots were drawn for each factor [13]. A2 FRlot is made by plotting a variable's
cumulative proportions against the cumulative propos of any of a number of test distributions.
Probability plots are generally used to determirretiver the distribution of a variable matches a
given distribution. If the selected variable matklilee test distribution the points cluster around a
straight line. Similarly in Q-Q Plots we draw theanptiles of a variable's distribution against the
guantiles of any of a number of test distributiofisese probability plots are also used to determine
whether the distribution of a variable matches\egidistribution. If the selected variable matches
the test distribution, the points cluster aroursdraight line.

Correlations are measures of linear associatiomre@dons were investigated using various
methods. The Pearson correlation coefficient meassthe linear association between two scale
variables. However, the Pearson correlation caefiic works best when the variables are
approximately normally distributed and have no iewdl The Spearman's rho and Kendall's tau-b
statistics measure the rank-order association legtvweo scale or ordinal variables. They work
regardless of the distributions of the variables.

Partial Correlations method usually denotes anrdlgn that computes partial correlation
coefficients. These coefficients describe the dineelationship between two variables while
controlling for the effects of one or more addidbwariables. Even if two variables are perfectly
related, if the relationship is not linear, a ctatien coefficient is not an appropriate statigtc
measuring their association. The Partial Correfatitable shows both the zero-order correlations
(correlations without any control variables) of tidtee variables and the partial correlation of the
first two variables controlling for the effectstbie third variable.

3. Results and discussion

We have evaluated the time series of all measwetrls. The analysis of them indicates that
statistically significant peak occurred for tempaera and OPR variables. Indeed one significant
temperature modification had occurred during thelisd time period affecting OPR too. Results
from the descriptive statistical analysis have &lsen investigated. A very brief summary of them
follows: T (Celcius) = 39.987 £ 0.6278, OPR (mV) = 279.008 + 40.6826H = 6.428 + 0.068,
Conductivity (mS) = 19.704 £ 0.89&Magnetic Stength = 44887.34 + 282.968 and Radon
(pCi/L) =4.089 £0.7220. Examining the values ofwkess and kyrtosis it can be concluded that
data concerning the TemperatdrandPH are close to normality while the rest are not. idoer,
some factors can be handled as a skewed normabdtgins with the help of parametric statistical
methods that are not very sensitive to normality.

In addition the magnitude of the departure fronnmality can be shown with the help of P-P and Q-
Q plots. As an example Figure 2 shows clearly éingd departures from normality of the Radon.

The statistical study Table 1, reveals some siedibt significant correlations estimated between
the factors as follows: Temperature and ORP, Teatper and PH, Temperature and Conductivity,
PH and OPR, PH and Conductivity, Conductivity arflROand Radon and Geomagnetic Strength.
However, most of them are only mild associationsthBoarametric “Pearson correlation” and non
parametric methods “Kendall tau” and “Spearman's” rfor the investigation of possible
associations have been evaluated and found to.agree

Furthermore, in order to test correlations we havestigated if there is a control variable thall wi
cancel some of the correlations appeared in oulysiea For this reason, a partial correlation
analysis was accomplished taking into accounhallpgossible combinations of the six factors under
investigation. The whole partial correlation anaysuggests that all mentioned correlations remain.
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T (Celcius) | OPR (mV)|PH Conductivi| GMagneti | Radon
ty (mS) ¢ Stength | (pCi/L)
Kendall's| T (Celcius) | Correlation |1.000 047 131 -.601" 011 -.006
tau_b Coefficient
Sig. (2-tailed)] . .000 .000 .000 265 505
N 5201 5201 5201 5201 5201 5201
OPR (mV) |Correlation |.047 1.000 143 |-184° -.004 -.007
Coefficient
Sig. (2-tailed)| .000 . .000 .000 .661 484
N 5201 5201 5201 5201 5201 5201
PH Correlation [.131 143 1.000 [-.066" -.006 -.008
Coefficient
Sig. (2-tailed)| .000 .000 . .000 .545 .408
N 5201 5201 5201 5201 5201 5201
Conductivit | Correlation |-.601" -184° -.066 [1.000 -.009 .007
y (mS) Coefficient
Sig. (2-tailed)| .000 .000 .000 . .326 492
N 5201 5201 5201 5201 5201 5201
GMagpnetic | Correlation |.011 -.004 -.006 -.009 1.000 -.143
Stength Coefficient
Sig. (2-tailed)| .265 .661 .545 .326 . .000
N 5201 5201 5201 5201 5201 5201
Radon Correlation | -.006 -.007 -008  |.007 -143 1.000
(pCilL) Coefficient
Sig. (2-tailed)| .505 484 408 492 .000 .
N 5201 5201 5201 5201 5201 5201
** Correlation is significant at the 0.01 leveH@&iled).
Tablel. Non parametric correlations.
, Normal P-P Plot of Radon (pCilL) o Detrended Normal P-P Plot of Radon (pCilL)
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Normal Q-Q Plot of Radon (pCill) Detrended Normal Q-Q Plot of Radon (pCillL)
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Fig. 2. P-P and Q-Q plots showing deviation from normydtitr radon
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Abstract. The paper deals with the recognition of acousgnals in transport systems. It uses a Fast Fourier
Transform to create frequency spectra. This spects used to create clusters due to which we laleeta
identify the vehicle passing near the nodes inralegs network.

Keywords: Distributed Sensor Network, Acoustic Signal, Femtirier Transform, Cluster analysis.

1. Introduction

We are dealing with the analysis of acoustic signal transport system. Acoustic signal
transmits acoustic energy and it also represefdsnmation. This information represents a change
of physical quantity in time. The simplest changen de represented as periodic sinusoidal
signal [1]. The composite signal can be analysédgusansformation to simpler harmonic signals,
thus spectrum of original signal can be obtaines Way. In spectrum, the key parameters of the
signals may be found.

Using the WSN, acoustic emissions can be deteoté@msport system, sensing the movement
of people in the building can be provided, alsoobtining meteorological data or wide use of
WSN in intelligent buildings.

1.1. Monitoring of thetransport systems

Monitoring of the transport systems serves pringdal

= Vehicle Detection — to set up the traffic lanesssings.

= Counting the vehicles — to determine the numbewadiicles at crossroads, important

information to control traffic lights.

= Vehicle classification — identification of the typéthe vehicle for various applications.

= The measurement of the intensity of the traffioMle the information necessary for the

effective maintenance of road surface or traffintonl.

= The measurement of vehicle speed — supports teeysaid efficiency of travel.

Monitoring of emergency vehicles allows safe passdigrough crossroad. Since those
emergency vehicles are using sirens, monitorinthe$e vehicles is reliably secured by acoustic
sensors.

Monitoring of weather allows the driver to adjustivthg style to avoid accidents [2].
Monitoring of environmental conditions is used thger information of air pollution: emissions of
CO,, dust concentration, acoustic noise associatdu tiwé operation in this area. Such information
is valuable for development of applications for pinetection of public health.

This paper is focused on vehicle classificatiomgsiluster analysis. Processed acoustic signals
by using Fast Fourier Transform form the input datacluster analysis.
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2. Fast Fourier Transform

The calculation of the Discrete Fourier Transfod#T) is relatively simple, which results in
quadratic time complexiti)®. For this reason Fourier Transform was in pratégplications used
not so often. Finally, in 1942, Danielson and Lasczevelop a version of the algorithm known
under the name of Fast Fourier Transform (FFT). fline complexity of this algorithm is already
logarithmicNlog2N Danielson and Lanczos showed that the DFT oftleNgcan be calculated as
the sum of the two Fourier Transform lendii? [3, 4]. One of it can be counted with the even
points (points located at even spot) and otherb@anounted with the odd points (points located at
odd spot) spot of the original Fourier Transfornmjatr is expressed by the formulae:

N, Ny .
2 2 —eln

X(K) =D x@W) +WE D x@n+DWS, W, =e N, (1)
n=0 2 n=0 2

wherek= 0,1,2,...,N-1 From the relation it can be seen that the caliculaof the Fast Fourier
Transform (with periodN) is reduced. The essence of the algorithm is tnae the number of
needed complex multiplication of the number frdfhto NIn2. Taking the Fourier Transform of
length 1 (with a period length 1), it is the sanadue. The advantage of this algorithm is therefore
in its recursive. However, the limitation of themioer of points entering into transform that have to
beN=2,r>0.
The formulae for the inverse Fourier Transform is:
N-1 —j2rk

X (k) =%Z e N . @

2.1. Utilization of the Fast Fourier Transform for analysis of the acoustic signalsin transport
systems

Acoustic signal in transport system can be analygadfrequency analysis. FFT can be
effectively applied here, which results into thedpal graph as can be seen in Fig.1. In this pctu
passing vehicle is captured nearby monitoring nodevireless network. The picture shows the
dominant frequency is approximately 1 kHz. Theda darve as input for cluster analysis.

Fig. 1. The frequency spectrum of passing vehicle obtalnedsing FFT.

2.2. Clustering

The aim of clustering is to determine the innerugiag of the unmarked data. Therefore, we
have to decide what is appropriate grouping. It bardemonstrated that there does not exist the
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best criterion which would be independent of thealfiaim of clustering [5]. Consequently, this
criterion is supplied by the user in such a way tha result of clustering is subject of his needs.

2.3. Clustering based on the linking of clusters

Clustering based on the data fusion can be dividexl several categories. We are going to
mention the hierarchical tree, based on the meamnts of distances of clusters or based on the
linking clusters rules. Clustering by measuring dtance of clusters differs in how we calculate
the distance between clusters. For this purposeawaise the Euclidean distance.

Euclidean norm is probably the most frequently elmotype of distance measurement. It is the
geometric trace of multi-dimensional space. Itakualated as the distance betweendy:

(W) =206 = %), (3

Testing the clustering was tested for division agging cars into two clusters on the basis of
the amplitude and frequency of Fig. 2. The inpuadar clustering were the result of frequency
analysis. Maximum amplitude at a given frequencthete data was send.

A k

Amplitude [dB]
Amplitude [dB]

- -
Frequency [Hz]

Frequency [Hz]
Fig. 2. Simple clustering based on the distance - divigitm two clusters.

3. Requirementsfor the sensor node

Each sensor network is composed of many simpleoseriscated in the area. Every node
should be able to perform the following basic fummas:

= Data collection.

= Data Processing.

= Communication.
= Automatic detection of a position in the case whbeWSN is not structured, GPS allows

us to solve the localization problem. Another soluis based on the principle of evaluation

of the intensity of RF signal [6, 7].
= Time synchronization of network elements is reqliine most applications. This problem

can be solved by GPS [8, 9] or by using synchrditnalgorithms [10].

It is important to note that it is not possiblecteate a universal wireless network which meets
all these requirements. Also, each node in WSNtbansure the implementation of these three

basic functions: data collection, data processimydata transfer.
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3.1. Sensor node

The basis of the node is ATSAM4S microcontrollénisTmodel includes a core Cortex-M4 and
is equipped with RISC. It works at the frequencyl20 MHz and it includes 12-bit AD Converter
with Programmable Gain Amplifier and consumptionl&u/1MHz — max. Furthermore, sensor
node is equipped with a microphone to capture toestic signal and preamplifier. Input signal has
to pass through band-pass filter with a range & B2 — 2kHz. On the circuit board, it is also
located RF module. Communication between the MCW @RF24L01 module is realized by SPI
communication interface. For testing purposes #resar is also equipped with SD card slot with
which the MCU communicates via HSMC interface.

o, G
Fig. 3. Testing sensor node the ATSAMSA4S view from aboitkomt RF module.

4. Conclusion

Collected results are used to create a databasghwshicompare with the recorded acoustic
signals in real environments. This database isngctis a learning system and it is adjusted
according to the function, depending on the itdadulity for signal processing in a particular
environment.

For better identification, the passing vehicles @mptured by a magnetometer and ultrasonic
sensors. Information from these sensors are useddtier identification of the vehicle and
subsequent correction of the system. The biggedtiggn of the system is the acoustic noise which
disrupts frequency spectrum.

In the future, the system will be modified for tinge of estimates using hidden Markov models
(HMM) or neural networks. Thanks to this model, #hestem should identify the vehicle more
precisely. However, the problem with unwanted nait# persists. It is therefore necessary to
increase the robustness of these algorithms andiostiitable alternatives.
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