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Dear reader,

You have got in your hands this volume of the university scientific letters, which is a third time
devoted mostly to informatics and its applications to a broad spectrum of scientific and professional
branches.

Nowadays, various forms of informatics penetrate almost into every human activity and the current
issue tries to reflect this phenomenon. Inside this volume we attempt to submit papers written by authors
not only from the Faculty of Management Science and Informatics and other faculties of the University
of Zilina, but we appealed to professionals from other cooperating universities to contribute to the topic
mentioned above.

In the frame of this issue you can find works dealing with optimisation techniques supported by
means of informatics rather than pure problems of informatics. It is no surprise that most of the works are
devoted to applications of informatics to transport. This issue continues with topics concerning intelligent
transportation systems and various sorts of routing and scheduling problems. But, the attention is also paid
to security and speech to text system and other non-transport problems of informatics.

I would like to express my opinion that this volume would attract attention of professionals from
relevant scientific branches and ignite their interest in some future cooperation in the area of sophisticated
decision support tools as an enhancement of information systems.

Jaroslav Janacek
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1. Introduction

During the past few years we have been observing a significant
increase in the number of people who use computers to perform
tasks where security is important. Typical such applications (denoted
security-critical applications in this paper) that are of interest to
general public and can be expected to be used on home and office
computers, include Internet banking, e-government applications,
electronic signature creation and verification applications. Organi-
zations use information systems to store and process confidential
business data and personal data. Unauthorized access to informa-
tion stored or processed by all of the mentioned applications (and
many others) can often cause a substantial loss to the affected person
or organization. It is usually the user’s responsibility to protect the
sensitive data. However, common users are not information security
experts and can only follow some guidelines given to them. Even
that is usually possible only if the guidelines are simple enough.

While a larger organization can dedicate some computers to
security-critical applications and protect them against unautho-
rized access, modification or software installation, it can hardly be
expected in home or small office environments. In such environ-
ments, the same computer is usually used for many different pur-
poses – such as web browsing, e mail processing, running programs
from untrustworthy sources, etc. – alongside running security-crit-
ical applications. We will discuss the typical examples of the appli-
cations used in these environments and consider the data they use
in terms of security requirements in the next section.

We will concentrate on two security aspects – confidentiality
and integrity. The goal of confidentiality protection is to prevent
unauthorized subjects from obtaining the protected information.
It includes the protection of stored information as well as the pro-

tection of information being transferred (e.g. by means of a computer
network). The goal of integrity protection is to prevent unautho-
rized modifications of the protected information from taking place,
or, if they cannot be prevented, to provide means of detection of
such modifications.

Both confidentiality and integrity can be protected using dif-
ferent security mechanisms. We will concentrate on access control
in this paper. Other popular security mechanisms used to protect
confidentiality and integrity include cryptography – encryption,
message authentication codes and digital signatures.

Applications processes can directly manipulate data in their
memory. In order to access other data, processes have to use the
services of an operating system. This enables the operating system
to control access to the data and to enforce a security policy based
on various attributes associated with the application process and
with the data object, and thus makes the operating system a good
place where to deal with security.

Currently common operating systems used in the target envi-
ronment, such as the Professional edition of Microsoft Windows
XP, Vista or various distributions of Linux, provide access control
features to protect the data stored in files within the most often
used native filesystems. The access control provided by the men-
tioned operating systems is based on the following principles:
� Every process – subject performs its actions on behalf of a user.
� Every filesystem object (i.e. a file, a directory, …) is owned by

a user (or a group of users) – its owner.
� The owner of an object can specify a discretionary access control

list for the object. Each entry in the access control list specifies
the permitted operations for processes running on behalf of an
identified user (or a group of users).
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The set of operations depends on the operating system – Linux
uses three basic operations (read, write, execute/use directory)
while Windows uses more finer-grained operations. The common
properties of this type of access control are:
� it can be used to protect data against access and/or modifica-

tion by processes of a different user,
� but it cannot prevent a process from accessing/modifying data

owned by the user that the process runs on behalf of.

If a process can communicate with an external system (e.g. the
Internet), it can transmit the data from any file readable by the user
the process runs on behalf of. It can also modify any file writeable
by the user. The behaviour of certain types of applications can be
significantly influenced, as will be discussed later, by external enti-
ties. This opens a way for external attackers to gain unauthorized
access to the user's data.

We present a security model designed to protect confidential-
ity and integrity of data classified in terms of the confidentiality and
integrity protection requirements in the home and small office
environments.

2. Security needs of the typical data in the small office
and home environment

We will consider the typical classes of applications used in the
target environment in this section, and we will specify the security
needs, in terms of confidentiality and integrity, of the data they
process.

2.1. Examples of applications

General Internet access
One of the typical classes of applications is the class of the

applications used to access Internet resources. It includes web-
browsers, e-mail clients, and various other communication systems
(e.g. ICQ, IRC, Voice over IP, video-conferencing systems, …). The
common feature of these applications is that they communicate
with external systems that cannot be trusted to protect the confi-
dentiality of the data transferred to them, nor can they be trusted
not to send malicious data back to our system. By the term malicious
data we mean data that have been prepared in a way to abuse a weak-
ness of the application receiving them. Applications often contain
programming errors (bugs) that can be abused by providing specially
prepared data. These errors can often be abused to execute arbi-
trary code as if it were a part of the application, i.e. with the same
privileges as the application itself. Therefore, even if the applica-
tion itself is believed not do anything unwanted, its behaviour may
be changed, by processing malicious data, in an unpredictable way.

It has to be assumed that the applications of this class:
� export any data available to them to the Internet,
� import (potentially) malicious data from the Internet, and there-

fore, their output has to be considered (potentially) malicious too,
� may become malicious by processing the malicious input.

Malicious applications
A special class of applications is the class of malicious appli-

cations. These are applications that have been intentionally pro-
grammed to perform malicious activities. The typical examples are
computer viruses, worms, Trojan horses and other kinds of so called
malware. They can be downloaded from the Internet by the user,
received as an attachment of an e-mail message, or a vulnerable
application may be turned into a malicious one by processing mali-
cious data. The user is usually unaware of the fact that a particular
application is malicious.

It has to be assumed that the malicious applications do anything
not prevented by the operating system or the environment of the
computer (e.g. a network firewall).

Local applications
The class of local applications contains the applications that

are used to process data stored in a local filesystem. These appli-
cations generally do not need network access to perform their tasks.
The typical examples are text processors, spreadsheets, presentation
software, graphic editors, …

Local applications are used to process data with varying require-
ments regarding the confidentiality and integrity protection. If they
process malicious data, they may become malicious due to pro-
gramming errors.

Sensitive web access
Web browsers are often used to access remote services that

process data requiring confidentiality and/or integrity protection.
A typical example is an Internet-banking system. It provides access
to financial information; it allows the user to submit transaction
orders to the bank, etc. It also processes authentication data (e.g.
passwords). All such data may be considered confidential by the
user, and therefore, are to be adequately protected. The confiden-
tiality and the integrity of the data during their transmission is
usually protected by means of cryptography. Cryptography is usually
also used to provide authentication of the remote system. But the
data is also to be protected while stored in the memory or in a file
on the local computer. Consider an instance of a web browser used
for general Internet access. It may have processed some malicious
data, and therefore, it may have become a malicious application
exporting everything to an attacker. If the instance of the web
browser is later used to access an Internet banking system, all the
confidential information may leak.

Digital signature and data encryption/decryption
Digital signature creation applications, as well as data decryp-

tion applications need access to a private key. Digital signature
verification applications, as well as data encryption applications
need access to a public key.

The private key is a very sensitive piece of information the con-
fidentiality of which has to be protected. The integrity of the private
key has to be protected as well because its modification can lead
not only to the loss of ability to create correct digital signatures or
to decrypt data, but also to the leak of information that is sufficient
to compute the corresponding private key in certain cases.
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The public key requires no confidentiality protection, but it
does require integrity protection. If attackers were able to modify
the public key used to verify a digital signature, they would be able
to create a digitally signed document that would pass the signature
verification process. In the case of encryption, if the public key were
modified by an attacker, the attacker would be able to decrypt the
encrypted data instead of the intended receiver.

The encrypted output of a data encryption application may be
transmitted via communication channels that do not provide con-
fidentiality protection even if the confidentiality of the original data
is to be protected. The output of a data decryption application may
also require confidentiality protection.

2.2. Data classification scheme

We can conclude, from the previous subsection, that the need
of confidentiality protection and the need of integrity protection are
independent on each other. Some data need integrity protection
while they can be disclosed to the public, some data need both,
some need none. We will, therefore, use a two-dimensional classi-
fication scheme for the data consisting of the confidentiality level
and the integrity level.

We will use three confidentiality levels:
� 0 – public data,
� 1 – normal data (C-normal),
� 2 – sensitive data (C-sensitive).

The public data require no confidentiality protection. They may
be freely transmitted via communication channels and/or to remote
systems that provide no confidentiality protection. An example of
public data is the data downloaded from public Internet.

The normal data are to be protected by means of discretionary
access control against unauthorized reading by other users than
the owner of the data.

The C sensitive data are the data that their owner (a user)
wishes to remain unreadable to the others regardless of the software
the user uses, and even if the users makes some mistakes (such as
setting wrong access rights for discretionary access control). Exam-
ples of C sensitive data are private and secret keys, passwords for
Internet banking, etc.

We will also use three integrity levels:
� 0 – potentially malicious data,
� 1 – normal data (I-normal),
� 2 – sensitive data (I-sensitive).

The requirement of the integrity protection of data is tightly
coupled to the trustworthiness of the data. The trustworthiness of
data can be thought of as a metric of how reliable the data are. If
some data can be modified by anyone, they cannot be trusted not
to contain wrong or malicious information. If some data are to be
relied on, their integrity has to be protected.

The potentially malicious data require no integrity protection,
and can neither be trusted to contain valid information, nor can be
trusted not to contain malicious content.

The normal data are to be protected by means of discretionary
access control against unauthorized modification by other users
than the owner of the data.

The I sensitive data are the data that their owner wishes to
remain unmodified by the others regardless of the software the user
uses, and even if the user makes some mistakes. The I sensitive
data are to be modifiable only under special conditions upon their
owner’s request. A special category of I sensitive data is the cate-
gory of the shared system files such as the programs, the libraries,
various system-wide configuration files, the user database, … Some
of these files may be modifiable by the designated system admin-
istrator, some of them should be even more restricted.

3. Security model

A common approach to ensuring the confidentiality and/or
the integrity of information in systems that deal with data classified
into several confidentiality/integrity levels, is to define an informa-
tion flow policy, and then to enforce the policy. In order to enforce
an information flow policy, subjects are divided into two categories
– trusted and untrusted. A trusted subject is a subject that is trusted
to enforce the information flow policy (with exceptions) by itself;
an untrusted subject is a subject that is not trusted to enforce the
policy by itself, and therefore the policy has to be enforced on the
subject's operations by the system.

A typical information flow policy protecting confidentiality
(e.g. one based on Bell-LaPadula model [1]) states that a subject
operating at a confidentiality level CS may only read from an object
with a confidentiality level CO if CS � CO , and may only write to
an object with a confidentiality level CO if CS � CO. If a subject is
to be able to read from a more confidential object, and to write to
a less confidential object, it has to be a trusted subject.

A typical information flow policy protecting integrity (e.g. one
based on Biba model [2]) states that a subject operating at an
integrity level IS may only read from an object with an integrity
level IO if IS � IO , and may only write to an object with an integrity
level IO if IS � IO. Only a trusted subject can read from an object
with a lower integrity level, and write to an object with a higher
integrity level.

The problem with the division of subjects into the two cate-
gories is that it would lead to the need of too many trusted subjects
in the home and office environment. Considering the examples
given in the previous section, many of the identified applications
would have to be trusted.
We will divide the subjects into three categories:
� untrusted subjects,
� partially trusted subjects, and
� trusted subjects.
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An untrusted subject is a subject that is not trusted to enforce
the information flow policy. It is assumed to perform any opera-
tions on any objects unless it is prevented from doing so by the
operating system.

A trusted subject is a subject that is trusted to enforce the
information flow policy by itself. A trusted subject may be used to
perform tasks that require violation of the policy under conditions
that are verified by the trusted subject. A trusted subject can, there-
fore, be used to implement an exception to the policy.

A partially trusted subject is a subject that is trusted to enforce
the information flow policy regarding a specific set of objects, but
not trusted to enforce the information flow policy regarding any
other objects. In other words, a trusted subject is
� trusted not to transfer information from a defined set of objects

(designated inputs) at a higher confidentiality level to a defined
set of objects (designated outputs) at a lower confidentiality
level in a way other than the intended one, and

� trusted not to transfer information from a defined set of objects
(designated inputs) at a lower integrity level to a defined set of
objects (designated outputs) at a higher integrity level in a way
other than the intended one, but

� not trusted not to transfer information between any other objects.

The sets of designated inputs and outputs regarding confiden-
tiality are distinct from the sets regarding integrity. Any of the sets
may be empty. A partially trusted subject, like a trusted one, can be
used to implement an exception to the policy, because it can violate
the policy (and it is trusted to do it only in an intended way).

The most important difference between trusted and partially
trusted subjects is in the level of trust. While trusted subjects are
completely trusted to behave correctly, partially trusted subjects
are only trusted not to abuse the possibility of the information flow
violating the policy between a defined set of input objects and
a defined set of output objects.

The presented version of the model is limited to two basic
operations: read and write. It can be conservatively extended to
support other operations on objects, as well as operations on sub-
jects, however.

3.1. Information flow policy objectives

We will first specify the policy objectives in an informal way,
and then we will define the policy formally.

In accordance with the classification of objects, the informa-
tion flow policy has the following objectives:
1. Prevent reading of C-sensitive objects by subjects of other users

than the owner of the object.
2. Prevent modification of I-sensitive objects by subjects of other

users than the owner of the object.
3. Prevent information passing from objects with a higher confi-

dentiality level to objects with a lower confidentiality level by
untrusted subjects with the exception stated below.

4. Allow the user to explicitly allow a subject to read a C-normal
object on per request basis. The user's approval in such case
must be obtained via a mechanism independent on the subject.
The idea of this objective is to allow the user to perform oper-
ations such as submitting a C-normal document to a remote
system, that is not trusted to process C-normal data in general
and is considered a public object with respect to our classifica-
tion scheme, without the need to reclassify the document first
(and, therefore, to expose its content to any subject). Because
this approach is very prone to the user's mistakes, it should be
limited to C-normal objects and not applicable to C-sensitive
objects.

5. Prevent information passing from objects with a lower integrity
level to objects with a higher integrity level by untrusted sub-
jects.

6. Allow the user to specify the maximal integrity level for each
subject and prevent the subject from writing to objects with
a higher integrity level.
The idea of this objective is to prevent modification of objects
with a high integrity level unless required by the user.

7. Allow the user to define four sets of special input and output
objects (two sets for confidentiality protection and two sets for
integrity protection) and two special confidentiality levels (for
reading and writing respectively) and two special integrity levels
associated with the sets for each partially trusted subject, and
apply the same rules to partially trusted subjects with the fol-
lowing exceptions:
a) Allow a partially trusted subject to transfer information

from an object Oin with a confidentiality level cin to an
object Oout with a confidentiality level cout � cin if the
object Oin is in the input set for confidentiality protection,
the object Oout is in the output set for confidentiality pro-
tection, cin is at most the special confidentiality level for
reading, and cout is at least the special confidentiality level
for writing.

b) Allow a partially trusted subject to transfer information
from an object Oin with an integrity level iin to an object
Oout with an integrity level iout � iin if the object Oin is in
the input set for integrity protection, the object Oout is in
the output set for integrity protection, iin is at least the
special integrity level for reading, and iout is at most the
special integrity level for writing.

8. Allow the user to define the maximal confidentiality level for
reading Cmax

S , the minimal confidentiality level for writing
Cmin

S , the minimal integrity level for reading Imin
S and the

maximal integrity level for writing Imax
S for each trusted subject

S, and allow the trusted subject S to read from an object O
with a confidentiality level CO and an integrity level IO only if
CO � Cmax

S and IO � Imin
S , and allow the trusted subject

S to write to the object O only if CO � Cmin
S and IO � Imax

S .

The trusted subjects are, therefore, able to transfer informa-
tion between any objects within some limits.
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3.2. Information flow policy formal definition

Let CO , IO denote the confidentiality and integrity levels asso-
ciated with an object O, UO denote the owner of O, and LO denote
a label assigned to O. The labels will be used to specify the sets of
special input and output objects mentioned in the objective 7
above. Let CRS , CWS denote the highest confidentiality level the
subject S can normally read from and the lowest confidentiality
level it can normally write to; let CRLS denote the highest confi-
dentiality level the subject S can read from if the respective object
is a member of the special input set for confidentiality protection;
let CWLS denote the lowest confidentiality level the subject S can
write to if the respective object is a member of the special output
set for confidentiality protection; let CRLSS and CWLSS denote
the sets of labels defining the special input and output sets of the
subject S for confidentiality protection (an object O is a member
of the special input set if the label LO is in CRLSS). Let IRS , IWS ,
IRLS , IWLS denote the lowest integrity level for reading, the highest
integrity level for writing, the lowest integrity level l for reading
from the special input objects, and the highest integrity level for
writing to the special objects of the subject S, and let IRLSS and
IWLSS denote the sets of labels defining the special input and
output sets of the subject S for integrity protection. Let US denote
the user the subject S is running on behalf of. Let IRUSS and
CWUSS denote the sets of users that are trusted by S to maintain
trustworthy integrity and confidentiality levels respectively on
objects they own. IRUSS would typically include the special system
user identifiers used as owners of system files that need to be
relied on by applications (e.g. system shared libraries, system pro-
grams, …). CWUSS would typically include the special system user
identifiers used as owners of confidential files that have to be
writeable by processes accepting input from users (e.g. the owner
of the password database).

Using the notations above a subject S can read from an object
O only if read(S, O) is true, and S can write to O only if write(S,
O) is true:

read(S, O) � [CRS � CO �  (CRLS � CO �  LO � CRLSS) �
(CO � 1 � UserApprovedRead(S,O))] �

[IRS � IO �  (IRLS � IO �  LO � IRLSS)] �
[US � UO � CO � 1] �
[US � UO � UO �  IRUSS � IRS � 1]

write(S, O) � [CWS�CO � (CWLS � CO � LO � CWLSS)] �
[IWS � IO � (IWLS � IO �  LO � IWLSS)] �
[US � UO � IO �1] �
[US � US �  UO  CWUSS � CWS �1]

The UserApprovedRead(S, O) is the function returning true if
the user has approved the exception specified in the objective 4 in
the previous subsection.

Each untrusted subject S must obey the following conditions:
� CWS � CWLS � CRS � CRLS
� IWS � IWLS � IRS � IRLS
� CWLSS � CRLSS � IWLSS � IRLSS � �

Each partially trusted subject S must obey the following conditions:
� CWS � CRS
� CWS � CRLS
� CWLS � CRS
� IWS � IRS
� IWS � IRLS
� IWLS � IRS

The structure of the read and write predicates is as follows.
The subexpressions in the first pair of square brackets deal with
the objectives 3, 4, 7a, and 8, i.e. with preventing the unintended
flow of information from a more confidential object to a less con-
fidential one. The subexpressions in the second pair of square
brackets deal with the objectives 5, 6, 7b, and 8, i.e. with preventing
the unintended flow of information from an object with a lower
integrity level to an object with a higher integrity level. The subex-
pressions in the third pair of square brackets deal with the objectives
1 and 2. The subexpression in the fourth pair of square brackets
of write prevents a subject running on behalf of a user U1 from
passing information from a C-sensitive object owned by U1 to a C-
sensitive object owned by another user U2, where it could be read
from by subjects of U2, thus violating the objective 1. The subex-
pression in the fourth pair of square brackets of read has a similar
role for integrity protection – it prevents reading of I-sensitive data
prepared by another user. The exceptions using the sets of trusted
users are to support reading of I-sensitive system files and writing
to C-sensitive system objects.

3.3. Security properties of the information flow policy

We have defined the information flow policy with its objectives
in mind. It does not, however, provide a guarantee that it really
meets the objectives. We will now state some basic security prop-
erties in the formal way. The theorems can be proven although the
proofs are out of the scope of this paper.

First, we will formally define the flow of information within
the system.

Definition 1: Let S be a set of subjects and O be a set of
objects. Let O0, Oout �  O be any two objects. We say that a policy
allows an information flow from O0 to Oout within the system 
(S, O) and denote it as flow(S, O, O0, Oout) if there exists a finite
sequence of pairs (S1, O1), (S2, O2), …, (Sn, On) where �  i �  
{1, …, n}: Oi � O � Si � S such that

 �  i �  {1, …, n}: read(Si , Oi-1) � write(Si , Oi)
and On � Oout

where read(S, O) and write(S, O) are the functions of the policy
determining whether the subject S can read from, or write to the
object O.

Using the formal definition of flow, we can precisely define
what we mean by an information leak – a violation of the confi-
dentiality protection requirements.
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Definition 2: Let S be a set of subjects and O be a set of
objects. We say that our policy allows an information leak within
the system (S, O) if

	 Oa, Ob � O: COa � COb � flow(S, O, Oa, Ob)

We can also define the precise meaning of a violation of the
integrity protection requirements – information spoiling.

Definition 3: Let S be a set of subjects and O be a set of
objects. We say that our policy allows information spoiling within
the system (S, O) if

	 Oa, Ob � O: IOa � IOb � flow(S, O, Oa, Ob)

Having the definitions, we can state the basic security properties
using the following theorems. The first two theorems deal with the
case when there are only untrusted subjects. In such case, the infor-
mation flow policy guarantees that no information from a more
confidential object can end up in a less confidential object, and
that no information from an object with a lower integrity level can
influence any object with a higher integrity level.

Theorem 1: If S is a set of untrusted subjects and O is a set of
objects, our policy does not allow any information leak within the
system (S, O) unless approved by the user.

Theorem 2: If S is a set of untrusted subjects and O is a set of
objects, our policy does not allow any information spoiling within
the system (S, O).

Another two theorems deal with the case when there may be
some partially trusted subjects as well. The first of these theorems
says that in order to pass information from an object with a higher
confidentiality level to an object with a lower confidentiality level
using only untrusted and partially trusted subjects, each subject
which passes information from an object with a higher confiden-
tiality level to an object with a lower confidentiality level, must be
a partially trusted subject and it must be passing the information
from its specially labelled input to its specially labelled output.
Assuming that no partially trusted subject passes information from
its special inputs to its special outputs in an unintended way, any
information leak allowed by the policy within a system without
trusted subjects is intended.

Theorem 3: Let S be a set of untrusted and/or partially trusted
subjects and let O be a set of objects. Let O0 , Oout � O be two
objects such that CO0 � COout and flow(S, O, O0 , Oout). For every
finite sequence of pairs (S1, O1), …, (Sn, On) such that � i �
{1, …, n}: Si � S � Oi � O � read(Si , Oi-1) � ¬ User

ApprovedRead(Si , Oi-1) � write(Si , Oi) � On � Oout, for each pair
(Sj , Oj) such that COj-1 � COj:

Sj is a partially trusted subject, and
LOj-1 � CRLSSj , and
COj-1 � CRLS j , and
LOj � CWLSSj , and

COj � CWLSj

The last theorem says that in order to pass information from
an object with a lower integrity level to an object with a higher
integrity level using only untrusted and partially trusted subjects,
each subject which passes information from an object with a lower
integrity level to an object with a higher integrity level, must be
a partially trusted subject and it must be passing the information
from its specially labelled input to its specially labelled output.
Assuming that no partially trusted subject passes information from
its special inputs to its special outputs in an unintended way, any
information spoiling allowed by the policy within a system without
trusted subjects is intended.

Theorem 4: Let S be a set of untrusted and/or partially trusted
subjects and let O be a set of objects. Let O0 , Oout � O be two
objects such that IO0 � IOout and flow(S, O, O0 , Oout). For every
finite sequence of pairs (S1, O1), …, (Sn, On) such that � i �
{1, …, n}: Si � S � Oi � O � read(Si , Oi-1) � write(Si , Oi) � On �
� Oout , for each pair (Sj , Oj) such that IOj-1 � IOj:

Sj is a partially trusted subject, and
LOj-1 � IRLSSj , and
IOj-1 � IRLSj , and
LOj � IWLSSj , and

IOj � CWLSj

4. Conclusions

The presented security model supplements the traditional dis-
cretionary access control by providing protection of confidentiality
and integrity of sensitive data against malicious applications running
on behalf of the owner of the data. When extended to cover other
operations (e.g. creation and deletion of objects, object attributes'
manipulation, interaction between subject, etc.) and implemented,
it will allow a user to run security critical applications alongside
potentially malicious applications while assuring the user that the
malicious applications cannot interfere with the sensitive data,
whether regarding the confidentiality or the integrity aspect. This
would be a significant improvement of the current state in the
security of common operating systems in home and small office
environment.
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1. Introduction

Many problems related to transportation or communication
lead to the problem to find in a network relatively short point to
point path which has to fulfill certain special constraints that cannot
be simply formulated by means of graph theory. Such problems
can be solved by successive enumeration of k shortest paths and
consequently by choosing that one from them which complies with
given constraints.

This work was motivated by the problem of finding a bus and
train connection using digitalized bus time table and train time
table. The user requires not only one but several proposals of such
connections and he chooses among them that one which fulfills his
special personal requirements. The connection searching problem
can be formulated as a shortest path problem in a huge acyclic
digraph G having a vertex for every pair (stop, minute) where stop is
a bus stop or railway station and minute � {0, 1, …, 1439} is a minute
of the day. The arc set of digraph G is the set of all ordered pairs 

((deperature_stop, deperature_time), (arrival_stop, arrival_time)).

Such a digraph G for the Slovak Republic contains several
millions vertices and enormous number of arcs.

The k shortest path problem is frequently studied in literature.
Plesnik presents in [3] a procedure based on prohibiting edges of
till now best paths, Yen gives in [4], [5] a deviation algorithm with
running time O(kn(m
nlogn)) – this worst case assessment has
been the best known for long time. Algorithm by Gotthilfa, and
Lewenstein [1] (issued in March, 2009) runs in time O(kn(m


nloglogn)).

Algorithms treated in literature have very good theoretical and
practical complexity, but none of them seemed to us to be suitable
for our problem – some of them seemed to be too tricky or seemed

to be difficult for implementation namely because of time short-
age. The requirements for our algorithm were

1. Theoretically clear and simple
2. Easy and fast implementable
3. Relatively fast even in huge graphs

The result is algorithm with complexity O(Km(log(Km)
n))
for general directed graphs and O(Km � log(Km)) for directed
acyclic graphs, where K is the number of shortest paths, n is the
number of vertices and m is the number of arcs. The only non-
trivial structure used in proposed algorithm is the Fibonacci heap
with operations insert and extract_min, 

2. Terminology 

A digraph (a directed graph) is an ordered pair G � (V, A),
where V is a nonempty finite set and A is a set of ordered pairs of
the type (u, v) such that u � V, v � V and u � v.

The elements of V are called vertices and the elements of A are
called arcs of the digraph G. 

A graph (an undirected graph) is an ordered pair G � (V, E),
where V is a nonempty finite set and E is a set of unordered pairs
of the type {u, v} such that u � V, v � V and u � v.

The elements of V are called vertices and the elements of E
are called edges of the graph G. 

A (v1, v2) – walk in digraph G � (V, A) is an alternating
sequence of vertices and arcs of the form

(v1, vk) � (v1, (v1, v2), v2, (v2, v3) v3, …, vk�1, (vk�1, vk), vk)               

A trivial walk is a walk (v, v) � v containing only one vertex.

A MULTI LABEL ALGORITHM FOR k SHORTEST 
PATHS PROBLEM
A MULTI LABEL ALGORITHM FOR k SHORTEST 
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Stanislav Paluch *

The paper presents an algorithm for computing k shortest walks or k shortest paths in a directed graph G � (V, A). The proposed algo-
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A (v1, vk) – trail in G is a (v1, vk) – walk in G with no repeated
arcs. A (v1, vk) – path in G is a (v1, vk) - walk in G with no repeated
vertices.

A walk, trail and path in undirected graph can be defined in
an analogical way. 

An arc weighted digraph G � (V, A, c) is an ordered triple
where G � (V, A) is a digraph and c : A → R is a real function
defined on the arc set A, the value c(a) for a � A is called the
weight of the arc a (or sometimes the arc-weight, the length or the
cost of the arc a). An edge weighted graph can be defined similarly.
In this paper we will assume that c(a) � 0. This condition is ful-
filled in many practical applications.

The length of the walk (u, v) in a digraph G � (V, A, c) is the
total sum of arc-weights of its arcs, whereas the arc weight is
added to the total sum so many times how many times it appears
in the walk (u, v). The length of the walk in undirected graph is
defined similarly.

Suppose that (v1, vk) � (v1, (v1, v2), …, (vk�1, vk), vk) and
(u1, ul) � (u1, (u1, u2), …, (ul�1, ul), ul) are two walks and let 
vk � u1. 

The concatenation (v1, vk) � (u1, ul) of walks (v1, vk),
(u1, ul) is the walk

(v1, vk) � (u1, ul) � (v1, (v1, v2), v2, …, (vk�1, vk), vk) �
� (u1, (u1, u2), …, vl�1, (vl�1, vl), vl) .

Denote V
(v) � {w�(v, w) � A}, A
(v) � {(v, w)�(v, w) � A}.
The forward star FSTAR(v) of the vertex v � V is the subgraph of
G � (V, A) with vertex set V
(v) � {v} with arc set A
(v), i. e.
FSTAR(v) � (V
(v) � {v}, A
(v)).

3. Algorithm

Assume that V � {1, 2, …, n}.

Denote

n – the number of nodes of the digraph G � (V, A, c), (1)
m – the number of arcs of the digraph G � (V, A, c), (2)
s, f – starting and finishing vertex (3)
K – the number of searched shortest  paths, (4)
c(u,v) – the length of the arc (u, v) � A (5)

The k-th shortest (s,w)-path will be denoted by k (s,w) for
arbitrary w � V.

For every vertex w � V and for k � 1, 2, ..., K we will
define step by step at most K definitive three-dimensional labels

deflab[w][1][1], deflab[w][1][2], deflab[w][1][3] 

deflab[w][1][2], deflab[w][2][2], deflab[w][2][3]

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
deflab[w][k][1], deflab[w][k][2], deflab[w][k][3] 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

deflab[w][K][1], deflab[w][K][2], deflab[w][K][3].

Let deflab[w][k][1-3] be the k-th three-dimensional
label assigned to a vertex w. The number k is called the rank of the
label deflab[w][k][1-3].

The above mentioned labels have the following meaning:

deflab[w][k][1] – the length of the k-th shortest (6)
(s,w)- path k(s,w)

deflab[w][k][2] – the last but one vertex of the (7)
k-th shortest (s,w)- path k(s,w)

deflab[w][k][3] – the rank of the label of the last (8)
but one vertex of the k-th shortest (s,w)- path
k(s,w), i. e. (s,w) is a concatenation of the l-th 
shortest (s,v)- path l(s,v) and the path 
(v,(v,w),w), where l � deflab[w][k][3]

and v � deflab[w][k][2], i.e. 
k(s,w) � l(s,v) � (v,(v,w),w).

n_deflab[w] – the number of determined definitive (9)
labels of the vertex w � V. 

When algorithm starts, we set initially n_deflab[s]=1,
deflab[s][1][1]=0, deflab[s][1][2]=0and deflab[s][1][3]=0
for the starting vertex s. Further we set initially for all w � V such
that w�s n_deflab[w]=0 (no definitive label is assigned to w)
and we consider all labels deflab[w][j][1], deflab[w][j][2]
and deflab[w][j][3] to be undefined for all vertices w � V such
that w�s and j�1.

Labels deflab[w][k][1], deflab[w][k][2] and
deflab[w][k][3] will be calculated step by step in course of
algorithm work until deflab[f][K][1], deflab[f][K][2] and
deflab[f][K][3] are determined for the final vertex f. 

The proposed algorithm will make use of an auxiliary set E of
ordered quadruples of the form (wtemp,ttemp,xtemp,ktemp)
where wtemp is a vertex wtemp � V, ttemp is the length of the
(s,wtemp)– path which was obtained by concatenation of the
ktemp-th shortest (s,xtemp)– path ktemp(s,xtemp) and the path
xtemp,(xtemp,wtemp),wtemp, i.e.

ktemp(s,xtemp) � (xtemp,(xtemp,wtemp),wtemp).

The set E will contain initially exactly all the quadruples of
the form (w,c(s,w),s,1) where

(s,w) FSTAR(s), i.e.

E � {(w, c(s, w), s, 1 � (s, w) � A} 

Now E contains all the quadruples (w,t,s,k) where w is
a final vertex of a (s,w)- path –namely the path s,(s,w),w;
where t is the length of this path, s is the last but one vertex of
this path, k=1 and this path is concatenation of k-th shortest
(s,s)-path (i.e. shortest (s,s)-path) k(s,s) � 1(s,s) and
s,(s,w),w = k(s,s) � (s,(s,w),w).
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The essential idea of the proposed algorithm is as follows: 

While n_deflab[wmin]<K and E � � repeat the following
procedure:

Start procedure.
Extract from E a quadruple (wmin,tmin,xmin,kmin) having

the minimum value of the second item tmin in E. This quadruple
determines a (s,wmin)- path kmin(s,x min) � (xmin,(xmin,

wmin),wmin) with the length tmin and last but one vertex xmin. 

If n_deflab[wmin] < K, we have just found the subsequent
shortest (s,wmin)- path with the length tmin. 

In this case: 

1. Set: n_deflab[wmin]= n_deflab[wmin]+1;
k=deflab[wmin];
deflab[wmin][k][1]= tmin;
deflab[wmin][k][2]= xmin;
deflab[wmin][k][3]= kmin;

2. For all vertices w � V
(wmin) such that
n_deflab[w]< K create the quadruple 
(w, tmin+c(wmin,w), wmin, k)

3. a) Examine whether the path k(s,wmin) contains the
vertex w. If yes, the walk 

k(s,wmin) � (wmin,(wmin,w),w) 

contains a cycle and therefore it is not a path. In this
case do nothing.

b) If the path k(s,wmin) does not contain the vertex
w, the walk

k(s,wmin) � (wmin,(wmin,w),w)

is a (s,w)-path with the length tmin+c(wmin,w), with
the last but one vertex wmin and with the rank of the
label of the last but one vertex equal to k.
In this case insert the quadruple 
(w, tmin+c(wmin,w), wmin, k) into the set E.

End procedure

The k-th shortest (s,f) path k (s,f) � (s � v1, (v1, v2), v2,
…, vl�1, (vl�1, vl), vl � f) can be calculated by making use of labels
deflab[][][] as follows:

vl � f;
kl � k;

vl�1 � deflab[vl][kl][2];
kl�1 � deflab[vl][kl][3];

vl�2 � deflab[vl�1][kl�1][2];
kl�2 � deflab[vl�1][kl�1][3];
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
v2 � deflab[v3][k3][2];
k2 � deflab[v3][k3][3];

v1 � deflab[v2][k2][2];

The same procedure can be used in step 3. a) for checking
whether the path k(s,wmin) contains the vertex w.

4. The complexity of proposed algorithm

Recall that n �|V|, m � |A|, suppose m>n. A quadruple
(w,t,x,k) can be inserted into the set E at most K.m times. In
the case that E is organized as a Fibonacci heap all insertions
require O(K.m) steps. Before every insertion a cycle occurrence
check is necessary. A single cycle occurrence check requires O(n)
steps; all cycle occurrence checks will require at most O(K.m.n)
steps. Every quadruple can be extracted from E at most once, a single
extraction requires (in the case of Fibonacci heap) O(log(K.m))
steps, all extractions will need at most O(Km log(Km)) steps. So the
complexity of proposed algorithm is O(Km(log(Km)+n)). Let us
remark that we get the same complexity if E is organized as
a binary heap.

5. Modification of algorithm for directed acyclic 
graphs – DAGs

There are many applications where the studied digraph 
G � (V, A, c) is a directed acyclic graph – DAG. For example –
the underlying digraph for CPM and PERT methods is DAG, the
digraph used for optimum bus and/or train connections search is
also DAG. Since there are no cycles in DAGs step 3. a) is not nec-
essary – it can be skipped – and therefore the complexity of the
proposed algorithm is O(Km log(Km)).

Let’s remark that omitting the step 3. a) in the proposed algo-
rithm leads in a digraph which is not acyclic to an algorithm
which computes K shortest walks.

6. Conclusion

The proposed algorithm was used for bus and/or train con-
nection search problem with great success. Our further plans are
to examine the efficiency and performance of this algorithm in
huge general graphs and digraphs, where step 3.a) may cause con-
siderable slow down.
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1. Introduction

Recently, there are still many scientific problems unsolved.
One of the areas with many challenging problems is graph theory.
Challenge lies in the speed of the used algorithms. Many of them
are proven to be NP-complete. For practical usage any possibility
of speed-up is appreciated [1], [2].

A lot of problems solved by graph theory can be characterized
as combinatorial problems. To solve them, combinatorial search
algorithm is quite commonly applied. It can be described as
a process of searching a finite mathematical structure (usually set)
for a solution satisfying given criteria [3].

To define combinatorial search algorithms, let us consider
a discrete set X, a function F: X → � , and a set of feasible solu-
tions S, where S � X. The feasible solution is defined in terms of
given constraints specific for a particular problem. Generally com-
binatorial search algorithms can be divided into two sets.

The first is the set of optimization algorithms [4]. The goal of
these algorithms is to find the feasible solution x � S such that its
value of function F is extreme. To accomplish this task, the set S
must be constructed, evaluating all the elements of the set X and
checking given constrains. Simultaneously while constructing the
set S, values of the function F are calculated for all its elements.
Then the element with an extreme (e.g. either minimal or maximal,
depending on the character of the problem) value of the function
F is the solution of the problem.

The second is the set of solution finding problems [4]. The
task is again to iterate through the elements of set X, but in this
case the goal is to find at least one element of the set S. In other
words, we are looking for an element x � X � x � S.

For many practical problems the set X is large, which leads to
long execution times of programs solving these problems. To reduce
the execution times, many approaches were proposed and imple-
mented. Recently parallelization of the task is a common technique
to be applied [5].

2. Distributed Backtracking algorithm

While designing the algorithm to solve a combinatorial search
problem, a backtracking approach can be used [6]. It is based on
the sequential construction of the elements of the set X and eval-
uation of their feasibility. During this process the elements which
are identified as not to produce a feasible solution are pruned.
This can significantly reduce the computational time. 

To formalize the backtracking approach, let us consider n
sets:

, (1)

where mk is a number of elements of the set Ek and ei
k is i-th

element of the set Ek. Then the above mentioned set X is defined
as Cartesian product of the sets Ei , �i:

, (2)

with cardinality . It is obvious that the set X consist of
n-tuples:

, (3)

such that xj
c � Ei . These n-tuples are constructed recursively extend-

ing the set of (n � 1)-tuples.
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The backtracking algorithm starts with an empty n-tuple. In
the stage i the (i � 1)-tuple is extended using elements of the set
Ei . Newly obtained i-tuples are then checked for feasibility and
then expanded to (i 
 1)-tuples to form the set Ei 
 1.

This process is actually a depth-first search of a search-tree.
Nodes of the search tree at i-th level consist of i-tuples. An example
of the search-tree is in Fig. 1.

It is obvious, that just described the backtracking algorithm is
suitable for distributed processing. One strategy to distribute tasks
among processors could be as follows. Let us construct all i–tuples
for some small value of i, chosen to correspond the amount of avail-
able processors. Then assign those i-tuples to processors, such that
each processor will perform depth-first search of a sub-tree of the
search tree starting from a given i-tuple.

The properties of the search-tree and the strategy of search
can significantly influence the performance of the backtracking
algorithm [7]. When constructing the backtracking algorithm, we
do not have usually any a priori information about the structure
of the search-tree.

In any stage of the backtracking algorithm, we perform depth-
first search of some sub-tree. If there was a solution found in the
searched sub-tree, the algorithm finishes. If not, then the backtrack-
ing algorithm has to choose another sub-tree to search. 

To formalize the properties of a search-tree from the point of
view of the backtracking algorithm, let us denote depth of the sub-
tree:

, (4)

where n is the number of sets used to construct n-tuples and mk is
the number of elements in the set k. Depth of a sub-tree is a func-
tion of search strategy and represents a number of n-tuples to con-
struct and process during depth-first search of that sub-tree.

3. Hamiltonian Path and Circle

One of the well-known problems of graph theory is the problem
of finding a path on a graph which visits each of the nodes exactly
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once. If the starting and final nodes are different, the problem is
known as the Hamiltonian Path problem [6]. Special case when
starting and final nodes are identical is known as the Hamiltonian
Circle problem.

It is known that both the Hamiltonian Path and Hamiltonian
Circle are NP-complete problems. We can characterize them as deci-
sion problems – for a given graph the goal is to determine if the
Hamiltonian Path or Circle exists.

Among many problems of the Hamiltonian Circle problem let
us mention a well-known Knight’s Tour problem. The goal is to find
a path of knight on a chessboard of a standard dimension N � 8,
such that will visit all the squares, each exactly once. This problem
can be generalized to chessboards of any dimension.

3.1 Distributed Hamiltonian Path Search Algorithm

As mentioned above, the Hamiltonian Path problem is a deci-
sion problem. The backtracking combinatorial search algorithm can
be applied to solve it. The problem is, that even for a relatively small
dimension of the graph, the size of the n-tuples to be searched is
huge. Let us consider the problem of Knight’s Tour problem for
a chessboard of 64 squares. First let us number the squares of the
chessboard starting form 1 to 64. Our goal is to construct a n-tuple
containing a number of squares visited during the tour. On each of
the squares, the knight has at most eight possible ways to move.
So there are 864 tuples to be searched. This is a rough estimation
and many of these tuples can be pruned during the depth-first
search of the search-tree. But still there are many of tuples to be
checked. There is too much work for a single processor.

To improve the performance of the backtracking algorithm for
search of the Hamiltonian path, several processors can be involved.
We can expect linear increase of the performance, but for some
situations even super-linear increase was reported [7]. It depends
on the properties of the search-tree of the solved problem.

Parallelization is quite straightforward, because of the nature of
the search-tree. On each level of the search tree, there are nodes to
be searched. Let us denote a number of nodes on each level as

, (5)Q mi k
k

i

1=

=%

Fig. 1 Example of a search tree

Fig. 2 Pseudo-code of master (a) and worker (b) processes
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where mk is the number of elements of the set Ek . The nodes form
a set of disjunctive sub-trees. These sub-trees can be assigned to at
most Qi processors to perform parallel search on them. 

For a given amount of P processors it is reasonable to deter-
mine a level of the tree to start parallel search such that:

. (6)

Then the maximum amount of processors is involved in search.
In fact, when P � Qi , all the processors will search exactly one
sub-tree. In other cases some of the processors will search several
sub-trees. This situation can lead to better load-balancing compar-
ing the case when P � Qi , because usually the sub-trees are of dif-
ferent depth. Then if all the sub-trees are assigned at the beginning
of the algorithm, those processors which finish their task are sitting
idle waiting for those processors, whose sub-trees are deeper and
require more time to finish the search.

4. Experiment and obtained results

To test the proposed distributed algorithm, we have modeled
the following routing problem. Let us consider a regular rectangu-
lar mesh of cells of the dimension N. In this mesh, we have to find
a route from a given start point to a given finish point such that
each of the cells will be visited exactly once. This problem can be
described in terms of graph theory as a problem of finding a Hamil-
tonian path in a graph of a special regular form (Fig. 3).

This problem can represent a task to route some small main-
tenance vehicle (e.g. robot) on a set of office cubicles to perform
daily routine tasks (e.g. cleaning, etc.). It can also model the route
of some machine in a factory to perform a prescribed operation in
different parts of some product, e.g. to drill holes, etc. Once the
route is found, it can be embedded into a device, which will then
use this fixed route regularly. Or in case when the layout is subject
to change, the algorithm can be implemented in the device. When
the situation changes, the device will apply the algorithm to find
a new route corresponding the actual situation.

Qi i1- P Q1 1=

The algorithm mentioned in section 3, was implemented using
OPENMPI Project [8], [9]. It is freely-available, high performance
implementation of Message Passing Interface (MPI) standard. MPI
is a standard for communication and synchronization of distrib-
uted entities. It was proposed by a consortium of companies for high
performance on both massively parallel machines and on worksta-
tion clusters.

The presented results were obtained on a commodity work-
station cluster. The cluster consists of twenty personal computers
equipped with a processor Intel Core 2 Duo and 1024MB of RAM
memory. Computers are interconnected by 100Mb/s local area
network. The connection is sufficient because of the small com-
munication requirements of the application.

The performance was studied for problems of the dimension
N � 6. The obtained results are summarized in the form of tables.
Each table presents data for different study. Data in each table
represent amount of iterations necessary to find a solution. This
representation was preferred to the time measurement because it
represents the performance of the algorithm and is not influenced
by the actual load of processors. It corresponds to the depth of the
search tree when considering the starting level 0, as it was defined
above (4).

Three different characteristics of the problem were studied.
First, we studied the influence of the chosen depth-first search strat-
egy to the performance of the algorithm. When solving backtrack-
ing problems, the strategy of the next step choice is embedded in
the code. It is obvious that for the solved problem there are at
most four different directions to continue from a given position.
Let us denote those directions L(eft), R(ight), U(p) and D(own).
So there are 24 different strategies to choose from, considering
a different order of directions (e.g. LURD is one strategy, ULDR
is another). Because of some symmetry of the solved problem, the
obtained results are same for couples of strategies. This is the
reason, why there are only 12 results presented, other 12 results are
the same (row Direction in Table 1). When comparing results for
different strategies it can be seen that the choice of strategy has
significant impact on the performance (Table 1, Table 2 Table 3).
For some strategies the number of iterations is significantly smaller
than for other ones. There is no a-priori information about the
behavior of the strategies, so usually when designing the backtrack-
ing algorithm, we randomly choose one of the available strategies.

Secondly, we studied the performance improvement with
respect to the number of processors involved in calculation. It can
be seen (Fig. 4) that the obtained results are highly non-linear.
This figure shows the number of iterations needed to find the solu-
tion of the problem. The smaller number of iterations means the
better performance. The results are presented for strategy number
4 (DULR). It indicates that the search tree is unbalanced. It is also
indicating that a better load-balancing strategy should be applied to
distribute load among the nodes.

Third, the study assessed the influence of the depth at which
the search starts. It can be seen that the number of iterations neededFig. 3 Example of graph representation of solved problem
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to find a solution is either the same (strategies 0, 1 and 5 ) for all
the starting depths, or is improving with the increasing starting
depth (strategies 3, 4, 12, 13, 14,16 and 17). For the rest of strate-
gies (2 and 15) the number of iterations to find solution has
increased for level 3. It could be caused by the fact, that only 38
processors were involved in the calculation instead of 64, which is
the number of sub-trees in level 3. When using at least 64 proces-
sors, we would expect to get either the same or better results for
strategies 2 and 15.

Fig. 4 demonstrates also the influence of the depth at which
the search starts to the performance of the algorithm. This graph
presents the dependence of the number of iterations needed to
find a solution with respect to the number of processors for dif-
ferent starting depths. It demonstrates that when the start depth is
increasing, the number of iterations decreases (depth 1 curve versus
depth 3 curve).

The smaller the number of iterations, the better performance
of the algorithm

5. Conclusion and Future Work

Parallel paradigm is recently a very popular approach for solving
time-consuming scientific problems. It is widely adopted in many
scientific areas starting from scientific calculations, through mod-
eling [10] up to computational biology [11].

In this paper, the study of the parallelization of the backtrack-
ing algorithm was presented. The general parallel backtracking
algorithm was proposed and implemented using MPI implemen-
tation OPENMPI. It was tested on the problem of Hamiltonian
path search. 

The obtained results are in accordance with our expectation
[12]. This study helped the authors to better understand the prop-
erties of the parallel backtracking algorithm.

Strategy 0 1 2 3 4 5 12 13 14 15 16 17

Direction DLRU DLUR DRLU DRUL DURL DULR RLDU RLUD RDLU RDUL RUDL RULD

Sequential 240 821958 9638 4353 101981 2515876 908134 138265 264258 8476 204707 6597

Parallel 240 204 2018 3486 19481 915 24285 138265 24321 858 81255 6597

Speedup 1 4029.2 4.8 1.2 5.2 2750.0 37.4 1.0 10.9 9.9 2.5 1.0

Number of iterations and relative speed-up for different strategies for search started in level 1. Table 1 
Number of processors involved for parallel search is 5

Strategy 0 1 2 3 4 5 12 13 14 15 16 17

Sequential 240 821958 9638 4353 101981 2515876 908134 138265 264258 8476 204707 6597

Parallel 240 204 2018 3486 19481 915 1136 457 1108 616 559 457

Speedup 1 4029.2 4.8 1.2 5.2 2750 799.4 302.5 238.5 13.8 366.2 14.4

Number of iterations and relative speed-up for different strategies for search started in level 2. Table 2 
Number of processors involved for parallel search is 17

Strategy 0 1 2 3 4 5 12 13 14 15 16 17

Sequential 240 821958 9638 4353 101981 2515876 908134 138265 264258 8476 204707 6597

Parallel 240 204 3488 1350 409 915 1136 457 1108 858 559 457

Speedup 1 4029.2 2.8 3.2 249.3 2750 799.4 302.5 238.5 9.9 366.2 14.4

Number of iterations and relative speed-up for different strategies for search started in level 3. Table 3 
Number of processors involved for parallel search is 38

Fig. 4 Number of processors versus number of iterations 
needed to find solution. 
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We can expect that the performance can be improved by involv-
ing more processors into calculation. The obtained results also
indicate that the better load balance is achieved when the search
starts deeper in the search tree.

The future work will be to modify the algorithm for grid envi-
ronment. The potential for improving the performance of algorithm
is in grid technologies. Study of different load-balancing techniques
to the performance of the backtracking algorithm will also be per-
formed.
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1. Introduction

The Street Routing Problem (SRP), as a problem of servicing
a large number of customers in a city zone or several connected
cities is often a part of many logistics chains. In this paper we will
mostly address a special case of SRP that is a postal service deliv-
ery. A typical SRP uses samples with thousands of customers. We
want to evaluate and find solutions for cases with more than 10 000
customers. In such agglomerations service is done using a mixed
transportation mode. The service personnel is driven by a car or
uses public transportation to a first point of the service area, then
serves the area usually on foot and then returns to the depot using
either public transportation or a car. In this paper we will focus on
the transport of personnel by cars. To find a good solution for
these cases we must be able to approximate the length of SRP. We
need to aggregate customers to natural clusters and solve a special
case of the Capacitated Vehicle Routing Problem (CVRP) for
finding good routes of cars.

2. Experimental sample

The SRP is a less explored group of problems than the Vehicle
Routing Problem (VRP) and there is not a good, publicly available
sample of data for the method comparison. Authors, for example
[7], are usually solving specific problems and it is difficult to
compare solutions across these problems because each of them is
somewhat unique.

It is necessary to use our own experimental sample, one that
covers most of the typical SRP and, at the same time, it is possible
to compare each of the solution methods. Our experimental sample
was from four large cities and surrounded villages in Slovakia.

Customers were houses in these cities and full street infrastructure
is available. These cities were Bratislava, Kosice, Zilina, Presov.
A number of customers for these four agglomerations vary from
12 000 to 29 000.

The data were collected manually from the source maps ZM
1:10 000, purchased from the Geodetic and Cartographic Insti-
tute of the Slovak Republic. Some data were collected using GPS
receivers. These data are not publicly available at the moment.

3. Definition of a very large SRP with mixed 
transportation mode 

There are cases of serving a large number of customers from
one central depot. Centralizing all delivery operations to one depot
for the large number of customers has some advantages and disad-
vantages. One of the key advantages to centralization is the ability
to use more advanced and expensive technologies for preparation
before the deliveries are picked up by the postmen. The prepara-
tion of deliveries usually takes more than 10 % of the total working
time of postmen. By shortening this time combined with good
transportation methods for placing the postmen in their districts
we allow more time for a delivery. 

Centralizing delivery operations creates a large aggregation of
customers that need to be served from one depot. In Fig. 1 we
present a possible area of the served region around the city of Zilina
with 12 663 customers.

Our goal is to find a good solution for the SRP in such a large,
centralized region. For each customer we have an average service
time. Postmen can be driven by car to the starting point of the

HEURISTICS FOR THE SOLUTION OF A VERY LARGE STREET
ROUTING PROBLEM WITH MIXED TRANSPORTATION MODE
HEURISTICS FOR THE SOLUTION OF A VERY LARGE STREET
ROUTING PROBLEM WITH MIXED TRANSPORTATION MODE

Peter Matis *

Servicing a large number of customers in a city zone is often a considerable part of many logistics chains. This problem is called a Street
Routing Problem (SRP). As presented, only using systems such as Geographical Information Systems (GIS) it is possible to effectively manage
SRP. New heuristic for solving a very large SRP is evaluated on the real data. One of the key properties of GIS for use with the routing soft-
ware is its flexible interactive and user-friendly environment. The paper presents several approximations of length for SRP with mixed trans-
portation mode.
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service and at the end of the working day they can be driven back
to the depot. Deliveries are made on foot, so the problem repre-
sents a special case of SRP with a mixed transportation mode. The
car driver is also a postman and serves one district. There are no
transportation related expenses. The delivery time is limited for
each postman. Time gaps between the physical end of deliveries
and the car arrival to drive the postman back should be tide.

4. The aggregation of customers to natural clusters 
and approximation of a route length

One of the key problems in solving a very large SRP with
a mixed transportation mode is to aggregate customers to natural
clusters. Each cluster is then treated as one district for the SRP
and is served by one postman. The size of the cluster is determined
by an estimated length of the SRP route, the travel speed of the
postman, the delivery time for customers in the cluster and the
total time available for serving the cluster.

There is one problem related to the fact that one logic city unit
(vicinity village or city district) can be divided to several service
districts and the last service district can take only a small amount
of the postman’s working time. It is hard to merge these residuum
districts to one district, because they can be distributed across the
whole studied area.

For aggregation of customers to natural clusters we used a part
of Fuzzy Cluster Heuristics (FCH) [5]. This heuristics can be
implemented in the following steps:

1. Estimate the minimum number of clusters p needed for serving
all the customers using the following formula

(1)

where symbol ↓ represents nearest smaller integer number,
CSTc is a service time for the customer c, N is a number of
customers, M is a number of street segments where customers
are located, Ds is a length of street segment s, V is an average
speed of the postman walking on foot, SWT is the available
working time of one postman for service of customers.

2. Locate p medians, so they are uniformly distributed in the ser-
viced area.

3. Create p clusters of customers around these medians using
clustering by “fuzzy c-means” (FCM). The membership of cus-
tomers in each cluster is set as a triangle fuzzy number. The
triangle fuzzy number is based on route distance between the
cluster median and customer.

4. For each cluster approximate the route length and estimate
the average service time.

5. If there are many clusters (more than 20%) which have their
service time over the time SWT, increase the number of clus-
ters p and go to step 2, otherwise end the algorithm with the
resulting clusters and these are used as SRP districts.

In this algorithm, we used an approximation of length for the
SRP route of one postman. In our case this is actually the length
of TSP or special TSP, where the postman does not necessarily
need to return back to the point where his route started.

In literature there are some good samples as to how other
authors estimate the length of TSP or VRP [1]. We present here
two estimations from Toth, Vigo and Kwon et al. 

(2)

(3)

where TSP(D) is the estimated length of the route, A is an area of
a serviced cluster, S is a proportion of the length-width ratio for the
outside rectangle of the cluster created such a way that the ratio is
always larger than or equal to 1. The authors always use the Euclid-
ean or Manhattan travel metric. 

In our case neither Euclidian nor Manhattan metrics interpret
the real distance for the traveling salesman. Our case is specific
because the authors focus on the VRP and our problem is the SRP.
The SRP has a couple of differences to VRP [3] and some of these
differences are related to a distribution of customers and the network
density. In our model we used the following estimation of the
length for one postman’s path:

TSP(D) � 1.31*SD (4)
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Fig. 1: Customers and depot in large Zilina region
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where SD is a total distance of all the street segments that are
served by one postman. This formula was created from a simple
regression using sample data with 125 service clusters compared
to the best results from heuristics described by Matis [5]. Figure
2 represents use FCH in one large SRP case.

5. Transportation of postmen to districts

To get a solution for a very large SRP we need to distribute
postmen to their service districts using cars. This is a variation of
a normal Capacitated Vehicle Routing Problem (CVRP) with addi-
tion of an extra condition that we have to maximize utilization of
vehicles. An additional condition is that the vehicle has to return
to the depot using the same route. In our case all the vehicles have
the same capacity of 5 postmen. The goal is to minimize the total

length of routes for all the cars and, second, to minimize a number
of cars that are necessary for all the service districts that are farther
from the service center – the post office building. The car’s driver
serves the last district and then collects all the postmen that were
in his car when they started in the service center. The postman that
first leaves the car has more time for delivery than the last postman
in the car. Knowing this we could change our algorithm for a cre-
ation of natural clusters, and make clusters that are closer to the
service center larger and further clusters made smaller. In our case,
we did not make this change. The difference in time when they
leave the car is usually less than 10 minutes and because the deliv-
ery time has a probabilistic character, this may not have affect on
the final result.

There is no method that could find an optimal solution for
this problem for a practical size SRP. We used Unified Cluster
First Route Second (UCFRS) heuristics [5] that was changed to
this specific case where our goal was not only to find the minimum
total length, but also to maximize the utilization of the car. Heuris-
tics was named as Unified Cluster First Route Second for Postman
Collection heuristics (UCFRSPC).

A major difference between the original UCFRS and the
UCFRSPC is that a number of serviced clusters in the route is
limited by a maximum number of passengers of the car. For the one
trip’s length calculation we use only lengths of segments from the
depot to the last customer. The car has to return back to the depot
using the same route. The UCFRSPC heuristics executes the fol-
lowing steps.
1. Mark all the centers of clusters (CC) as not visited.
2. Pick from all not visited CC the furthest one. Set the route’s

center equal to the position of the first picked CC.
3. If the number of CC in the current route is equal to the capac-

ity of a car go to step 5. 
4. Choose the closest CC to the route’s center (using road dis-

tances). Put this CC to the current route and recalculate the
position of the route’s center as the closest point on the trans-
portation network to the gravity point of all the CCs in the
current route. Mark the CC as visited. Go to step 3.

5. If there are some not visited CC then change the route number
to a new number and go to step 2, otherwise calculate the
minimum total length for every route. The sum of these lengths
is the total length of all the car trips.

Fig. 3 shows the resulting routes for 40 CC divided to 8 cars.

We calculate the minimum total length for every route evalu-
ation of all permutation of possible orders of CC in the route. We
can do it, because the size of the CC set is a small, usually there
are 5 CC in one route.

6. Use of GIS as decision support system for the SRP 

Recent development in the real street routing problems shows
that there is a need to make routing software a part of a larger
system. One of possible solutions to this is to integrate routing

Fig. 2: Natural clusters in large Zilina region created by FCH
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software within GIS. GIS can be helpful in the collection, storing
and management of large geographical databases used in the routing
software. GIS can also be used for the creation of all outputs from
the routing software. One of the key properties of GIS for the use
of routing software is the interactive and user-friendly environ-
ment. Routing software can find a good solution and explore pos-
sibilities and an expert can change calculated routes to explore
other possibilities based on the expert’s judgment.

GIS has several useful features that could help improve the
routing software performance. To mention only a few here – we
may pay attention to the capabilities as safe database management,
flexible symbols, map management, drawing capabilities, safety
and interoperability.

Decisions support systems (DSS) are important for solving
real SRPs. Software can be used for a solution of the problem, and
also for exploring several other possibilities, or seeing how changes
in the transportation network, regulations or policies could affect
the routes, expenses and other parameters. Currently there exist
two trends in the development of DSS for SRP.
� Independent software packages specialized for SRP with limited

amount of DSS capabilities. Here we can note software like
GeoRoute [8] from the Canadian software firm GIRO. It is not
an open system. It is an expensive product that costs 1,000,000
EUR for one installation. As an example of other such systems,
we can use TRANSCAD [9] created in the US, which has some
similarities to GeoRoute. GeoRoute is more feasible for solving
the SRP because it is specialized for the street routing. TRAN-
SCAD is more specialized in the node routing.

� Integrated systems based on the GIS or CAD. As an example,
we can cite ArcView [10] with its ArcGIS Network Analyst. It
specializes in the node routing. The user can implement exten-
sion and then make it an integral part of the whole system. 

An important feature of a decision support system is good visu-
alization and a good editor. Tools that are able to visualize results
are easily acceptable to users. Visualization also allows users to see
any problems or discrepancies which are not easy to find or imple-
ment by heuristics. The user can change starting conditions in the
problem to avoid these discrepancies, test the new model, and by
several iterations, get an acceptable result. 

To shorten development time, we have chosen a standard GIS
environment as the base system for the data management. The
integrator represents the main user interface. It controls each heuris-
tic – the connection of GIS database to/from heuristics. In some
cases the heuristics could be replaced by regular solvers, XPRESS
for example. We used ArcView by ESRI as the main GIS tool,
because it is an open system and it allows the user to program its
functionalities. The GIS is managed from the integrator by the
Avenue scripting language, C#, and VBasic, depending on the
version of ArcView. The GIS is used in the system as a data man-
agement tool, editor, for visualization of results.

Fig. 3: Centers for natural clusters in the large Zilina region 
served by cars and optimal routes for 8 cars
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7. Conclusions

There are expanding activities in the cities that can be pre-
sented as street-based tasks. We introduced some methodology for
solving a specific SRP with a very large volume of customers. We
used the samples from four cities for verification of our method-
ology and algorithms. This problem is not documented in the lit-
erature.

We presented a new heuristic for creation of natural clusters
and estimation of the route’s length. We have not compared the
results of the heuristics with any other results because there is no
literature dealing with this problem. From the small sample we can
conclude that an average calculation time for this part of the solu-

tion is 232sec using a PC with Dual Core Processor Intel Pentium.
For most of the practical applications this is acceptable and results
are promising. 

We created a new heuristics for the distribution of postmen to
their service districts using the cars. The results show that heuris-
tics can be used also for the cases with a heterogeneous vehicle
park. This is very fast heuristics.

We created DSS for solving these specific SRP which was
tested only on the sample data. 

Acknowledgement: This work has been supported by the
grant VEGA 1/0591/09.

Fig. 4: Decision Support System using of GIS for SRP
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1. Introduction

The problem we deal with belongs to the “family” of network
reduction problems. The common feature of all of them is that
a subgraph fulfilling some constraint has to be found for the given
graph. The oldest member of the family is the minimum spanning
tree problem, reducing only the edge set and keeping the vertex
set unchanged.

A. Cerna et al [2] studied the shortest subgraph not length-
ening any important trip more than the given percentage.

A. Cerna [5] introduced the problem of a bus route design in
an area with a weak passenger demand. She outlined a basic idea
of the exact method and of possible heuristics.

The main purpose of this paper is to present computational
experience with exact and heuristic methods applied to randomly
generated networks.

The bus route design problem in our formulation is different
from the ones described in “classic” paper [6] or the “modern” [1].
E.g. in [1] the basic type of a bus route is “the shortest path between
large demand vertex pairs”. In [6] it is supposed that there exists
a “wide” set of possible routes (constructed, e. g., manually), and
the goal is to choose the optimal subset. We shall not use an
“absolute” limit of accessibility, since in [3] and [4] it is shown
that such an approach leads to extremely expensive or to user
unfriendly solutions. We prefer a measure of a “mean” accessibility
expressed in the constraint (1). Of course, the used methods can
be modified for other accessibility measures.

2. Problem

Let G � (V, E, q, d) be a (non-oriented) graph with the demand
function q: V → �0; ∞) and the length d: E → (0; ∞). Let d(u, v) be

the distance of u, v � V obtained by extension of the length of the
edges. Let δ(S) be the length of the shortest path connecting the
vertices of S on G for each S � V. Let λ � (0; ∞) and q � .

The problem is to find Sopt � V such that

(1)  

(2)  δ(Sopt) → min

Appended problem
If there were several solutions of the problem 2, then the

problem would be to take the set Sopt with a minimal number � Sopt�
of elements in it. 

Note
The expression μ(Sopt) in (1) represents the mean walking dis-

tance of passengers to the nearest stops.

The appended problem posses an alternative formulation: In
the case of several solutions of the problem 2 first to take the one
with the smallest μ(Sopt) and only afterwards the one with minimal
� Sopt�. Such a change would need small modification of the exact
method of solution whereas the heuristics can remain unchanged.

3. Methods of Solution 

Since the problem contains the open travelling salesman
problem (OTSP) as a subproblem, it is obviously NP-hard. There-
fore, we have to propose some heuristic method for its solution in
addition to the exact method we shall start with. It is of the
“Depth-First-Search” type.
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3.1 Exact Method (EM) 

Initial step: We find first S fulfilling (1). Then we find a first
record δ(S) solving OTSP.

Recursive step: Once a set S fulfilling (1) is found, each its
extension is omitted since it cannot shorten the length δ(S). Then
we look for the next S fulfilling (1) in the adjacent branch of solu-
tion structure.

3.2 Neighbor Greedy Heuristics (NGH)

We shall use these denotations: 
N(S�) � {w � V: w � S�, ∃ s � S�, (w, s) � E} for the neigh-

borhood of S� in G and
m � m(G) for the median of G i.e. such m � V that

Initial step: We put S � S� � {m}
Recursive step: If S fulfills (1), then we consider S the solu-

tion. If it does not then we look for such a s� � (V � S) � N(S�)
that 

If such a vertex does not exist the heuristics is not able to
solve the problem and we stop. If it does then we put S � S � {s�}
and further if S� � {m}, then we put S� � {m, s�}, if not (and thus
the set S� contains at least two elements), then S� � S� – {s�} �
{s�} where s� � S� and . After doing that
we return to the recursive step. 

4. Implementation of the methods and computational
experience

Both above mentioned methods were implemented. The envi-
ronment of the Visual Basic and database system Microsoft Access
was used, even though it is highly probable that there are quicker
environments. These are the reasons: 
� built-in effective and easy to use algorithms and methods for

importing, sorting, searching, exporting and presenting the data
� availability
� Visual Basic is a built-in programming environment of the MS

Access and it is very simple to work with the Access objects in it

The both methods were tested on 9 randomly generated small
networks. The diameter of each network is about 30 km and the
number of vertices is 20. All the implemented algorithms were
tested on the same hardware configuration.

4.1 Exact Method 

The Exact Method consists of two basic stages. Each stage was
implemented separately in order to gain possibility to work with
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intermediate data. It is very important for finding ways how to
reduce the time consumption of the exact method.

The first stage of the method is the algorithm which creates
the set of all subsets S � V fulfilling the constraint (1). The number
of all possible combinations of vertices is 2n , where n is the number
of vertices of graph G. Even for our small test networks it is more
than 1 million combinations. The algorithm is of the “Depth-First-
Search” type as mentioned above. Since it implements the princi-
ple described in 3.1, it is not necessary to test the constraint (1) for
all the possible combinations of vertices. For our networks with
20 vertices, the number of tested combinations is about 300 thou-
sands and finally the number of all subsets S � V fulfilling the
constraint (1) is about 150 thousands. It varies in accordance with
the network topology and the value of the limit λ of course. The
time consumption of this algorithm was several minutes for all our
tested networks. But it is necessary to see that the computational
complexity of this algorithm is O(2n) and, therefore, it can take
tens of hours to finish this stage of the EM for the network with,
say, 30 vertices. 

The second stage of the method is the algorithm for solving
the OTSP for each subset S found in the previous stage of the
method. It finds the set Sopt fulfilling the constraint (2). The exact
method for solving the OTSP on the set S is going through all the
permutations of vertices in the set S in order to find δ(S). The
computational complexity of this algorithm is O(n!), where n is
the number of vertices in S. The computational time of this algo-
rithm is about 3 seconds for n � 10. However for one of our test
networks (having set λ � 4) there are about 5000 subsets S ful-
filling the constraint (1) with the n � {11;12;13}. It means that
solving the OTSP in this way can takes about 86 hours only for
these 5000 subsets. The main goal of the EM is to obtain the optimal
solutions of our problem. These are the platforms for testing and
improving proposed heuristics. Computational times about 100
hours are unacceptable for this purpose. Therefore some ways to
shorten the computational time were examined. These are the
analyzed and tested ways: 
� Reducing the number of subsets S fulfilling the constraint (1).

The principle is to find such subset S fulfilling (1) that there
exists another subset S� fulfilling (1) such that S� � S. Consid-
ering the principle mentioned in 3.1 it is possible to omit such
subsets S. The experimental computations carried out on the test
networks made out that it is possible to reduce the number of
subsets S approximately two times. Unfortunately, this method
is relatively time consuming. The computational time was several
hours for our test networks. This is the reason why this method
is not finally used in the EM.

� Speeding up the algorithm for solving OTSP. The algorithm for
generating the permutations of vertices in the subset S was imple-
mented as a recursive one. It means that this algorithm selects
the vertex for a certain position and then it calls the same algo-
rithm recursively to select the vertex for the next position. It is
possible to calculate the length of the part of permutation before
a recursive call. If this length is greater than the length of the
best solution of the OTSP achieved till this time for all the
tested subsets S then all the permutations starting with the same
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sequence of vertices are skipped. In addition, the algorithm starts
with the subsets S with the minimal number of vertices. This prin-
ciple significantly reduces the computational time of the second
stage of the EM and makes EM the suitable method for small
networks with the maximum number of vertices about 25.

4.2 Heuristic Method

The heuristic method was implemented as described in 3.2.
The initial step of the algorithm is very important. The described
NGH starts with initial step S � {m}, because we assume m � Sopt .
However, this hypothesis does not have to be fulfilled in all cases.
It is clear from the experimental results obtained on test networks,
which are shown in Tab. 1. If m � Sopt , then the result of NGH
cannot be an optimal solution. Tab. 1 shows that better results of
NGH were achieved in the cases when m � Sopt . However, the
quality of solution obtained by NGH does not depend only on the
initial step, improving the strategy of the starting vertex selection is
one possible way how to improve the proposed heuristic method. 

4.3 Experimental results

Table 1 summarizes the results obtained by using described
methods on test networks. The distance limit λ was set to 4 (less

than 1/7 of the diameter of the network). Having these parame-
ters given, the computational time depends on the network topol-
ogy. For the Exact Method it varies between 50 and 120 minutes.
For the heuristic method it is less than 1 second. The optimal solu-
tions obtained by the Exact Method (EM) are emphasized by the
bold font.

Fig. 1 and Fig. 2 depict the resulting routes for the selected
test networks. The numbers in brackets are numbers of the pas-
sengers randomly generated between 0 and 100. Fig. 1 depicts the
resulting routes in test network number 3. I have selected this
example, because in this case the NGH gives the worst result.

The results of the described methods Tab. 1

Net
No.

Method
Route
length 

NGH/EM route
length ratio

The real
distance mean

value (limit was
set to 4) 

m � Sopt

1
NGH 41.52

1.00
3.8379

YES
EM 41.52 3.8379

2
NGH 52.52

1.21
3.2148

YES
EM 43.44 3.9476

3
NGH 74.84

1.70
3.3527

NO
EM 44.14 3.9500

4
NGH 48.57

1.13
3.3288

YES
EM 42.82 3.7987

5
NGH 53.02

1.32
3.2731

NO
EM 40.31 3.9646

6
NGH 55.99

1.34
3.2126

YES
EM 41.66 3.8744

7
NGH 36.16

1.09
3.7522

YES
EM 33.14 3.9798

8
NGH 51.58

1.23
3.8771

YES
EM 41.91 3.9822

9
NGH 45.98

1.02
3.7727

YES
EM 45.22 3.9604

Fig. 1 The resulting routes in the network No. 3

Fig. 2 The resulting routes in the network No. 7
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5. Conclusion

Two methods for solving the problem described in 2 were dis-
cussed in this paper. The first one was the EM. Computational
complexity of this method is very high. It is suitable only for a small
network. But the optimal solutions achieved by this method are
very important, especially for testing the heuristic method.

The heuristic method called “Neighbor Greedy Heuristics” was
proposed too. Experimental computations carried out on the test
networks made out that NGH is a very quick method. But it turned
out that this method does not give good results in some cases. The
main goal for my further work is to find ways for improving the
heuristics in order to gain the solutions closer to optimal ones. 
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1. Introduction

Let us consider an emergency situation when population of
a given set of towns and villages is endangered by some threat.
The casualties can be avoided to some extent by evacuation of the
endangered population to some safe places, which have been pre-
destinated for each evacuated place in advance. To perform the
evacuation, some available vehicles are disposable at several places
located in the neighborhood of the endangered dwelling places. It
is necessary to determine a route for each used vehicle so that the
population is evacuated from its original places to the predeter-
mined refuges. The evacuation should be performed so that the
time of evacuation is as short as possible. The end of evacuation
is given by the time when the last inhabitant reaches his/her pre-
destinated shelter.

If any vehicle is used to provide an evacuated community with
this service, the route of vehicle may take a prescribed form. The
route starts at the original vehicle location, continues to the served
village or town, picks up a portion of the evacuated inhabitants
and takes them to the predetermined refuge [4]. If necessary, the
vehicle may return back to the evacuated place and save another
portion of its population by taking them to the refuge. This cycle
can be repeated several times.

Even under this simplifying assumption about a form of route,
time optimal assignment of the vehicles to the evacuated places
represents a hard combinatorial problem, whose solution must be
usually found in a short time of several minutes. In this paper, we
present different approaches to this problem. Each of these
approaches enables to employ a commercial IP-solver, to obtain
a final concrete set of decisions on the vehicle assignment. All
these approaches consist of a linear programming model formu-
lation and solving process performed by commercial software with

usage of its particular characteristics. The presented approaches
differ in models and following quality of obtained solutions. These
properties were studied by numerical experiments and their results
are presented in the concluding part of this paper.

To formulate the following mathematical models for the indi-
vidual approaches, we shall use a common denotation, where symbol
I denotes the set of all considered homogenous fleets of vehicles.
Each homogenous fleet i�I is characterized by a number Ni of
vehicles and by vehicle capacity Ki . We shall assume that the fleet
i is located at a node u(i) of a road network covering the serviced
area. The endangered dwelling places form a set J and each
dwelling place j�J is described by a number bj of its population
and by a road network node v(j), where the village or town j is
located. We assumed for the purpose of evacuation that a desti-
nation place w(j) is assigned to each dwelling place j�J. Further-
more, let tij denote the time, which is necessary for a vehicle from
the fleet i to traverse the distance between the nodes u(i) and v(j).
In addition, let sj denote the time necessary for traversing the dis-
tance between the nodes v(j) and w(i). Using these denotations,
we can introduce two approaches to the evacuation plan design
problem. The first approach assumes that each considered homoge-
nous fleet is indivisible, i.e. all the vehicles of one fleet perform
simultaneously the same activities like a convoy or vehicle train.
The second approach is based on the assumption that each fleet
can be split into arbitrary integer parts and only vehicles of one
part have to act as a convoy.

The first approach leads to a simpler but larger model, whereas
the second one pays for its smaller size by non-linearity of the
associated model. Advantages and disadvantages of the both
approaches are studied in the next two sections and some results
of numerical experiments are presented in the concluding part of
this paper to demonstrate efficiency of the both approaches, in

OPTIMAL EVACUATION PLAN DESIGN WITH IP-SOLVEROPTIMAL EVACUATION PLAN DESIGN WITH IP-SOLVER

Jaroslav Janacek – Michal Sibila *

This paper deals with two different computer-supported approaches to an evacuation plan design, which should assign the available vehi-
cles to endangered dwelling places so that the total time of evacuation is minimal. It is assumed that some safe place is pre-assigned to each
endangered dwelling place and there are determined locations of homogenous fleets of available vehicles, which can be used for transport of
the endangered population from their dwelling places to the pre-assigned places. In this paper, we suggest and compare two approaches to the
evacuation plan design. The first approach assigns all vehicles of a fleet to one evacuated dwelling place and the second one enables to assign
individually any part of a fleet to the dwelling places.
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the case when a commercial software tool is used for obtaining
final decisions on the evacuation plan.

2. Evacuation problem with indivisible fleets

2.1 Problem formulation and model building

Let us consider that a set J represents evacuated dwelling
places where each element j�J is characterized by a location v(j),
a number of population bj and a location w(j), to which all popu-
lation must be transported. For this purpose a set I of indivisible
fleets is disposable where each fleet i�I is characterized by a loca-
tion u(i), a number Ni of identical vehicles and a vehicle capacity
Ki . Let tij and sj be travelling times between the locations u(i) and
v(j) and between v(j) and w(j) respectively. The objective is to
determine a route of each indivisible fleet so that all population is
evacuated and the longest fleet route is minimal [3].

Coming out of the assumption on the possible form of a fleet
route, we introduce the variable zij � {0,1} defined for each pair
of the fleet i and dwelling place j. This variable takes the value of
1 if and only if the fleet i is assigned to the dwelling place j.

Taking into account that the fleet i can visit an evacuated
place several times, we denote the number of journeys of fleet
i from v(j) to w(j) by variable xij � Z+. Now, when the fleet i is
assigned to the dwelling place j, its travelling time (see Fig. 1) is
equal to:

(1)

The last introduced variable is T � 0, which denotes an upper
bound of all route times.

We can take into account that a maximal sensible time T max

of the evacuation can be given. In this case the maximal possible
number of visits of fleet i at the place j can be evaluated to comply
with this limit. The inequality (2) must hold for the xij.

(2)

The inequality (2)can be rewritten as:

(3)

t s s x T2 1 max
ij j j ij #+ + -_ i
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Denote Pij(T
max) � .

If Pij(T
max) � 0, then the fleet i is not able to service the place

j. To minimize the size of a built model, we introduce a set J(i) of
all the places from J, for which the inequality Pij(T

max) � 0 holds.
Similarly, we define a set I(i) of all the fleets from I, for which
Pij(T

max) � 0 holds.

The linear model of an evacuation plan design can be com-
pleted now as follows:

Minimize T (4)

Subject to for i � I, j � J(i) (5)

for i � I (6)

for i � I, j � J(i) (7)

for j � J (8)

for i � I, j � J(i) (9)

for i � I, j � J(i) (10)

T � 0 (11)

The constraints (5) assure that the travelling time of each fleet
is less or equal to the upper bound T. The constraints (6) enable
for the fleet i to be assigned at most to one evacuated dwelling
place. Constraints (7) cause that if the variable zij is equal to zero,
then the variable xij is also zero, which means that if the fleet i is
not assigned to the place j, then the fleet cannot visit this place at
all. The constraints (8) ensure that each dwelling place j is pro-
vided with a sufficient capacity, which enables to evacuate all the
population of the size bj.

2.2 Numerical experiments

To verify the suggested use of the IP-solver, we formulated ten
different instances of the problem. One of the instances denoted
as “Hradza” comes out of the possible emergency situation, which
can occur if the dam Liptovska Mara breaks. Then, under given
assumptions, 26 communities would have to be evacuated to 26
predestined places. For this evacuation, 411 vehicles of different
capacities located at three bigger towns of the area are available.
The other instances were formulated in nine areas of the Slovak
Republic in a similar way. These instances are denoted by names
of the biggest towns of the areas. The numbers and capacities of
available vehicles were generated similarly to the first instance for
the vehicles to be able to satisfy the demand on evacuation. These
benchmarks were used to verify the suggested method, which con-
sists in a particular model building and employing the general IP-
solver for obtaining of a good solution of the problem. To be able
to perform the computation in a given time, we used the general
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Fig. 1 A route with two visits at v(j)
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optimisation software environment XPRESS-IVE for our study
[5], [6]. This software system includes the branch-and-cut method
and it also enables exploitation of the premature stopping rules.
The software is equipped with the programming language Mosel,
which can be used for both the input of model and writing of input
and output procedures. Furthermore, the language has its own tools
for the stopping rules adjustment.

The main disadvantage is born-in to the branch-and-bound
method, which is the basic solving method of any IP-solver. This is
the possibility that the list of determined but unfathomed solution
subsets may grow exponentially instead of being reduced to an empty
set. When a special IP-solver is designed, all specific properties of
the problem can be used to improve quality of the upper and lower
bounds, whereas only a general problem relaxation can be employed
in the case of this general solver. We used the possibility of the
solver, which enables a premature termination of the searching

process whenever a fixed time limit is exceeded. The experiments
were performed on a personal computer equipped with Intel Core
2 6700 with parameters: 2.66 GHz and 3 GB RAM. The first series
of experiments corresponds with the case, when each vehicle is
considered as one individual fleet. The best results obtained in the
computational time of 20 minutes are presented in Table 1, where
“No. of F” denotes the considered number of fleets, “No. of EP”
denotes the number of evacuated dwelling places, Rows denotes
the number of structural constraints of the model and Columns
denotes the number of used variables including the auxiliary ones,
which are automatically introduced by the solver. In the row denoted
as “Tmax”, there are reported the predetermined values of Tmax in
minutes. The symbol “Tbest” denotes the row, where the best-
found time of evacuation is plotted.

As the preliminary experiments showed that decreasing the
parameter Tmax to diminish the numbers of constraints and vari-

Results of numerical experiments for indivisible fleets of one vehicle Table 1

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

No. of F. 635 183 411 483 107 281 105 211 107 435

No. of EP. 25 25 26 25 25 25 25 25 25 25

Rows 16958 4966 11485 11751 2914 7331 2860 5722 2914 10853

Columns 31539 9151 21324 22836 5351 13770 5251 10551 5351 20834

Tmax [min] 162 938 202 184 668 140 1420 423 1497 278

Tbest [min] 81 434 93 92 294 101 586 182 704 139

Results of numerical experiments for indivisible fleets of two vehicles Table 2

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

No. of F. 323 92 209 243 56 144 55 107 54 219

No. of EP. 25 25 26 25 25 25 25 25 25 25

Rows 8638 2509 5789 5852 1494 3769 1504 2914 1483 5456

Collums 16043 4601 10780 11417 2758 7057 2745 5351 2701 10469

Tmax [min] 162 938 202 184 668 140 1420 423 1497 278

Tbest [min] 81 495 93 92 328 108 584 194 750 139

Results of numerical experiments for indivisible fleets of four vehicles Table 3

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

No. of F. 171 46 113 126 35 78 33 57 31 115

No. of EP. 25 25 26 25 25 25 25 25 25 25

Rows 4576 1267 2864 3024 826 2053 898 1564 854 2745

Columns 8485 2301 5551 5898 1538 3823 1633 2851 1543 5366

Tmax [min] 162 938 202 184 668 140 1420 423 1497 278

Tbest [min] 81 510 93 92 381 105 796 198 1091 139
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ables of the model had no effect on obtaining a better solution in
the given time limit, we decided to explore another way of a model
size diminishing. We formed models with a smaller number of fleets
so that we grouped the vehicles by two, four and eight if possible
to fleets of several vehicles with the same capacity. The derived
problems were solved and the results are presented in tables 2, 3
and 4 respectively.

It can be observed that the process of forming the bigger
fleets ended at eight-vehicle fleets for some instances, when the
solving process fails in finding a solution due to infeasibility. These
cases are denoted by asterisk in the row “Tbest”. Furthermore, the
found resulting evacuation times turned worse for instances, where
a feasible solution was found. This result evoked an idea to formu-
late the evacuation problem for divisible fleets, which is the topic
of the next section.

3. Evacuation problem with divisible fleets

3.1 Problem formulation and model building

Similarly to the previous section, we consider that the set J
represents evacuated dwelling places, where each element j�J is
characterized by a location v(j), a number of population bj and
a location w(j), to which all population must be transported. For
this purpose the set I of divisible fleets is disposable, where each
fleet i�I is characterized by a location u(i), a number Ni of identi-
cal vehicles and a capacity Ki of an individual vehicle. Let tij and sj

be travelling times between the locations u(i) and v(j) and between
v(j) and w(j) respectively. The objective is to determine a route of
each part of divisible fleet so that all the population be evacuated
and the longest route be minimal.

Coming out of the assumption on the possible form of a route,
which stays the same as depicted in Fig. 1, we introduce the vari-
ables zij�{0,1} and xij�Z+ defined for each pair of fleet i and
dwelling place j as before. In addition to these variables, we intro-
duce the variables qij�Z+, which denote a number of vehicles of
the fleet i assigned to the dwelling place j.

Taking into account expressions (1) and (3) a model of the
evacuation plan design with divisible fleets can be written as follows:

Minimize T (12)

Subject to for i � I, j � J(i) (13)

for i � I, j � J(i) (14)

for i � I, j � J(i) (15)

for i � I, (16)

for j � J (17)

for i � I, j � J(i)  (18)

for i � I, j � J(i)  (19)

T � 0 (20)

for i � I, j � J(i)  (21)

The constraints (13) assure that the travelling time of each part
of the fleet is less or equal to the upper bound T. The constraints
(14) represent binding constraints between the variables xij and
zij . These constraints cause that if the variable zij is equal to zero,
then the variable xij is also zero, which means that if the fleet i is
not assigned to the place j, then the fleet cannot visit this place at
all. The constraints (15) represent binding constraints between the
variables qij and zij . These constraints cause that if the variable zij

is equal to zero, then the variable qij is also zero, which means that
if the fleet i is not assigned to the place j, then no vehicle of the
fleet i can visit this place. The constraints (16) assure that the total
number of designed vehicles of the fleet i does not exceed the
number Ni .

The constraints (17) ensure that each dwelling place j is pro-
vided with a sufficient capacity, which enables to evacuate all the
population of size bj . Unfortunately, these constraints are non-linear
and thus this model cannot be input to the IP-solver. To be able to
solve this much smaller problem, it must be rearranged to a linear
form. An approach to the model linearization is shown in the next
section.
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Results of numerical experiments for indivisible fleets of eight vehicles Table 4

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

No. of F. 98 28 71 71 23 48 24 33 22 65

No. of EP. 25 25 26 25 25 25 25 25 25 25

Rows 2555 1652 1687 1273 888 1376

Columns 4785 3331 3296 2353 1623 2847

Tmax [min] 162 938 202 184 668 140 1420 423 1497 278

Tbest [min] 81 * 93 92 * 119 * 272 * 139
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3.2 Problem reformulation to a linear model

To rewrite the model into a linear form, we make use of the
fact that the variable xij may take only one of several few values
from the range of 0, 1, …, Pij . We introduce auxiliary variables mij ,
which serve as a lower bound of the number of visits at the dwelling
place j, which are performed by the vehicles of fleet i. Then the
following constrains must hold.

for i � I, j � J(i)  (22)

Now the series (17) of constraints can be replaced by the con-
straints (23).

for j � J (23)

Now the constraint qijxij � mij can be replaced by the follow-
ing system of logical constraints:

If xij � 0 then 0 � mij .
If xij � 1 then qij � mij .
If xij � 2 then 2qij � mij .
…
If xij � k then kqij � mij .
…
If xij � Pij � 1 then (Pij � 1)qij � mij .

It holds here that if some of the constraints is fulfilled for k � p,
then they are fulfilled for each k � p and, vice versa, if a constraint
is not fulfilled for k � p, then they cannot be fulfilled for any 
k � p.

Now we introduce variables y p
ij � {0, 1} for i�I and j�J(i)

and p � 0, 1, …, Pij � 1 and the system of logical constraints can
be replaced by the series (24) of constraints.

for i � I, j � J(i), p � 0, 1, …, Pij � 1 (24)

If the system (24) holds for given values of variables qij and
k is the minimal value of subscript p for which yk

ij � 0, then the
system must also hold for such a setting of variables y p

ij , where 
y p

ij � 1 for p � 0, 1, …, k � 1 and y p
ij � 0 for p = k, …, Pij � 1,

i.e. the setting of variables y p
ij fulfils the equation (25).

for i � I, j � J(i) (25)

Then the following linear model describes the evacuation
plan design problem with divisible fleets:

Minimize T (26)

Subject to

for i � I, j � J(i) (27)
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for i � I, j � J(i)  (28)

for i � I, j � J(i)  (29)

for i � I (30)

forj � )J (31)

for i � I, j � J(i)  (32)

for i � I, j � J(i), p � 0, …, Pij (T
max)� 1 (33)

for i � I, j � J(i)  (34)

T � 0  (35)

mij � 0   for i � I, j � J(i)  (36)

for i � I, j � J(i), p � 0, …, Pij (T
max)� 1 (37)

The constraints (27) have the same meaning as the constraints
(13) in the non-linear model (12) – (21), i.e. they assure that the
travelling time of each part of the fleet is less than the upper bound T.
These constraints were derived from the constraints (13) by sub-
stitution of the left-hand-side of the equality (25) for xij . The con-
straints (28) are the binding constraints, which assure relations
between the variables zij and the sum of yp

ij , which corresponds
with the number xij of visits of the part of the fleet i at the com-
munity j. The constraints (29) were equivalent to the former con-
straints (15), which assure that if no part of the fleet i is
designated to the place j (zij = 0), then the number qij of vehicles
is equal to zero. The constraints (30) assure that the total number
of designed vehicles of the fleet i does not exceed the number Ni .

As mij represents a lower bound of the product xijqij , which is
the number of visits of vehicles from the fleet i at the place j, then
the constraints (31) ensure that population of the place j can be
evacuated. The constraints (32) ensure that the estimation mij

does not exceed the upper bound NiPij(T
max) of visits and the

constraints (33) ensure that the sum of yp
ij over p corresponds

with the number of necessary visits of a group of qij vehicles of the
fleet i at j.

3.3. Numerical experiments

To find characteristics of the second approach involving the
linear model of evacuation by divisible fleets, we solved the same
instances, which are described in section 2.3. We used the same
setting of T max and we focused on the evacuation times, which
were obtained in the computational time of 20 minutes. The results
associated with these experiments are reported in Table 5.
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To analyze the sensitivity of the best-found solution on the per-
mitted computational time, we performed these numerical experi-
ments once more for the time limit of 40 minutes. The results are
shown in Table 6 and it can be easily found that they were improved
only in two instances (Liptovsky Mikulas and Nove Zamky).

4. Comparison and conclusions

We suggested two approaches to the evacuation plan design
problem. The first approach was based on the concept of indivis-
ible fleets, which enables a direct formulation of the linear model
and easy use of the IP-solver. Nevertheless, the linear model was
too large and that is why we suggested a process of its shrinking
by clustering evacuation vehicles into bigger fleets. 

This process reduced the size of the associated model, but it
brought an additional condition in the model and it caused that the
resulting evacuation times turned worse. The overview in Table 7

shows that the best results were achieved for the biggest models.
This result evoked an idea to formulate the evacuation problem
for divisible fleets. This task was successfully solved by a compli-
cated reformulation of the originally non-linear model to the linear
one. Even if the new model is much more complicated than the
first approach model, it has a much smaller size and enables to
reach better results in the same computational time. This fact is
demonstrated in Table 8, where the row “Divisible” reports on the
best evacuation times obtained by the first approach and the row
“Indivisible” reports on the times obtained by the second approach.

As we have the possibility to estimate the optimal solution
using an iterative approach, we are able to compare the obtained
results of both suggested approaches to the best-known results,
which are reported in the row “Best Known” of Table 8. The row
“Gap” of this table, where differences between the divisible fleet
and the iterative approaches in percentage are given, shows that
the suggested approaches constitute a promising way to the evac-
uation plan design.

Results of numerical experiments for divisible fleets obtained in 20 minutes of computational time Table 5

Results of numerical experiments for divisible fleets obtained in 40 minutes of computational time Table 6

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

No. of F. 14 10 16 13 9 11 10 10 9 12

No. of EP. 25 25 26 25 25 25 25 25 25 25

Rows 2083 3449 5000 1508 3555 1135 4185 2357 4022 2323

Columns 1457 1517 2564 1243 1412 965 1581 1339 1435 1543

Tmax [min] 162 938 202 184 668 140 1420 423 1497 278

Tbest [min] 81 368 81 92 262 93 486 168 637 139

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

No. of F. 14 10 16 13 9 11 10 10 9 12

No. of EP. 25 25 26 25 25 25 25 25 25 25

Rows 2083 3449 5000 1508 3555 1135 4185 2357 4022 2323

Columns 1457 1517 2564 1243 1412 965 1581 1339 1435 1543

Tmax [min] 162 938 202 184 668 140 1420 423 1497 278

Tbest [min] 81 368 81 92 245 93 486 168 613 139

An overview of the evacuation times achieved by the approach based on the indivisible fleet concept Table 7

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

1 vehicle 81 434 93 92 294 101 586 182 704 139

2 vehicles 81 495 93 92 328 108 584 194 750 139

4 vehicles 81 510 93 92 381 105 796 198 1091 139

8 vehicles 81 * 93 92 * 119 * 272 * 139

Minimum 81 434 93 92 294 101 586 182 704 139
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Table 7

Instances: Bratislava
Dubnica

nad
Vahom

Hradza Kosice
Liptovsky
Mikulas

Leopoldov Michalovce Nitra
Nove

Zamky
Puchov

Indivisible 81 434 93 92 294 101 586 182 704 139

Divisible 81 368 81 92 262 93 486 168 637 139

Best Known 81 360 81 92 236 93 469 167 568 139

Gap [%] 0 2.2 0 0 11 0 3.6 0.6 12.1 0
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1. Introduction

Traveling salesman problem and vehicle routing problem and
their modifications are frequently solved practical examples. In such
problems the goal is to assure pick-up or/and delivery of goods in
a distribution network. While in those applications it is necessary
to find cyclical routes starting and ending in a depot, in the studied
problem it is required to transport goods between nodes of the
network. Each requirement is specified by the pickup point, the
delivery point and the amount of goods which has to be trans-
ported. In [1] and [2] the problem is called pickup and delivery
problem.

In the practice time windows are often given for each node in
the network and the order of pickup and delivery processes has to
be defined, because the goods being loaded as the last ones will be
unloaded as the first ones. The origin and the destination nodes
need not be identical. Vehicles with different capacities can assure
the transport of goods. The objective is to minimize the total trans-
portation cost. The column generation method is used for select-
ing routes in the mathematical model.

In the paper, no time windows and no conditions for order of
pickup and delivery are considered. All the vehicles have the same
capacity. Each route has to be cyclical for all the included nodes.
Two models are proposed in the paper; the first one is based on
the optimal flow theory, the second one uses a model of set cov-
ering problem.

Let a distribution network be given by G � {V, E}, where V is
a set of n nodes and E is a set of undirected arcs. Each arc (i, j) is
evaluated by distance cij . Let us denote qkl the amount of goods
that has to be transported from the node k to node l. Vehicles with
the capacity V are used for pickup and delivery and they can start

in any node. All the routes have to be cyclical, each vehicle has to
come back to the node it starts from. The objective is to minimize
the length of all the routes.

Example
Let us consider the distribution network with 4 nodes; the dis-

tance matrix C and the transportation requirements matrix Q are
given:

.

Vehicle capacity is V � 12.

2. Optimal multi-product flow model

Let us define two additional nodes in the network: the node 0
as the source and the node n
1 as the sink. The following vari-
ables are defined in the model:
yij � 0, integer – number of vehicles going through the arc (i, j)

in the direction from i to j (i, j � 0, 1, …, n
1, i � j),
xkl

ij � 0, amount of goods (part of the total amount qkl) trans-
ported from the node i to the node j (i, j � 0, 1, …, n
1,
i � j; k, l � 1, 2, …, n, k � l).

The mathematical model follows:

(1)
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Vehicle routing problem and traveling salesman problem are classical problems in operational research; this modification of those prob-
lems consists of a transport among nodes of the communication network using cyclical routes of vehicles with a given capacity. A transporta-
tion demand is given by the place of pickup, the place of delivery and quantity of goods. The goal is to find cyclical routes of a minimal length
which ensure the transport requirements. In the paper there are two models proposed for the problem, both are demonstrated on an example.
The problem is based on a case study from practice.
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j � 1, 2, …, n, k, l � 1, 2, …, n, k � l (3)

,  i, j � 1, 2, …, n, i � j (4)

xkl
0,k � qkl , k, l � 1, 2, …, n, k � l;

xkl
0,j � 0, k, l � 1, 2, …, n, k � l; j � 1, 2, …, n
1, j � k,

xkl
l,n+1 � qkl , k, l � 1, 2, …, n, k � l; (5)

xkl
j,n+1 � 0, k, l � 1, 2, …, n, k � l; j � 0, 1, …, n
1, j � k,

xkl
ij � 0, i, j � 0, 1, …, n
1, i � j; k, l � 1, 2, …, n, k � l,

ykl � 0, integers, k, l � 1, 2, …, n, k � l (6)

The objective (1) corresponds to the sum of the evaluations
of all the arcs in the solution, i.e. the total length of all the routes.
Equations (2) assure the vehicle will leave the location that it will
visit. With respect to equations (3), amount of goods being trans-
ported from k to l entering the node j leaves this node. Inequali-
ties (4) disable exceeding the capacity of the vehicle transporting
goods between the nodes i and j. Equations (5) assure that both
the total flow from the source 0 to the node k and the total flow
from the node l to the sink n 
 1 are equal to the total requirement
qkl . All other flows from the source and to the sink are set to 0.

Example 1:
The application of the model (1) - (6) to the example intro-

duced above leads to the objective value equal to 260 and to the
following values of variables:

y12 � y13 � y24 � y34 � 1, y31 � y43 � 2 (see Table 1). 

Hence, two routes are generated:
route A: 2 → 4 → 3 → 1 → 2 of the length 140 
and route B: 1 → 3 → 4 → 1 of the length 120.

Optimal solution of example 1 Tab. 1

Note: The values of matrix Y provide information about the
arcs that are included in the optimal routes. Generation of the routes
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based on this information need not be unique. In addition it is
necessary to determine the depot for each route. 

3. Routes generation model

The model is based on the assumption there are proposed routes
satisfying all the conditions of transportation, depots in all the
proposed routes are determined. The goal is to select routes satis-
fying requirements given by the matrix Q and minimizing the total
length of all the routes derived from the matrix C. A number of
vehicles realizing the transport will be determined as well. 

Let us assume S routes including arcs of a distribution network,
the length of each route is denoted ds (s � 1,2,…,S). Parameter
akl

ij (s) equals 1 if goods transported on the route s from the node
k to node l use the arc (i, j), 0 otherwise.

Example 2:
Parameters akl

ij (s) for the route A: 2 → 4 → 3 → 1 → 2 presented
in the previous chapter are defined in Table 2.

Parameters akl
ij (s) for route A Tab. 2

In the model, the following variables are used:
ys � 0, integer – number of vehicles on the route s (s � 1, 2, …,

S),
xs

kl � 0, amount of goods (part of the amount qkl) transported on
the route s (k, l � 1, 2, …, n, k � l, s � 1, 2, …, S).

The mathematical model is:

(7)

, k, l � 1, 2, …, n, k � l, (8)

, i, j � 1, 2, …, n, i � j, s � 1, 2, …, S, (9)

xs
kl � 0, k, l � 1, 2, …, n, k � l, ys � 0, integer, 

s � 1, 2, …, S. (10)

The objective function (7) corresponds to the total length of
all the routes. Equations (8) assure transport of required amount
of goods qkl from the node k to node l. Inequalities (9) disable
exceeding the capacity of the vehicle transporting goods on the
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Route A Route B

Node Pickup Delivery Node Pickup Delivery

2 q24 � 7  q23 � 5 1 q14 � 5  q13 � 7

4 q24 � 7 3 q13 � 7

3 q31 � 5 q32 � 6 q23 � 5 4 q41 � 8 q14 � 5

1 q31 � 5 1 q41 � 8

2 q32 � 6

(i,j) / (k,l) 2.4 2.3 4.3 4.1 3.1 3.2

(2,4) 1 1

(4,3) 1 1 1

(3,1) 1 1 1

(1,2) 1
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route s between the nodes i and j. The key issue in this mathe-
matical model is generation of the routes and their number. The
same routes with the different depots are considered as different
routes in this model.

4. Case study and conclusions

The logistic company operating in the Czech Republic solves
the problem of routes design. Eight big cities (hubs or transit places)
are given, distances of the edges, estimation of future transport
requirements and capacities of vehicles are known. Multi-product
flow model was used for optimization of routes design. The model
contains 30 integer variables and 2100 continuous variables. The
computation took 1,5 hour with using CPLEX 10. 

Values of yij give the numbers of vehicles going on the edge
(i,j). They were used as the proposal for the optimal design of the
routes and determination of depots. Results will bring remarkable
decrease of the transportation cost.

In the article, new type of pickup and delivery problem is pre-
sented. The first model is based on multi-product flow formula-
tion and enables transit between routes. In the second model, the
generated routes are chosen without the possibility of transits.
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1. Introduction

The set-partitioning problem is a well known NP-hard combi-
natorial problem. A real-world problem of this class for the vehicle
routing problem in Florida area was formulated by Juricek [5]. He
requires partitioning of customers to clusters. The clusters should
be constructed as “optimal” areas for 1- vehicle routing. An intuitive
criterion for the well-formed area of the cluster for one vehicle is
the smallest convex polygon that encloses all points of cluster –
convex hull.

We present two problems:
� Convex set partitioning problem: A set of points in a plane have

to be partitioned to a given number of clusters so that every two
convex hulls of cluster members have empty intersection and
the total area of cluster’s convex hulls is minimal.

� Convex location problem: A set of q seeds of clusters are searched
with a bounded capacity of cluster and convex constraint for
a pair of assigned points.

2. Convex hull problem

Finding the convex hull of a set of points in plane is one of
most interesting elementary problems in computational geometry
[1].

Let P � {p1, p2 , …, pn}, n � 3 be a set of distinct points in the
Euclidean plane. The convex hull of P is the minimal convex area
(bordered by points in P) that contains every point of P. We will
denote this area by co�nv�h� (P). For convenience we say that a point
p � P is a boundary point of the convex hull of P if p is a bound-
ary vertex of the convex hull of P. The convex hull problem is the
problem of computing the convex hull of P and reporting the bound-
ary points of the convex hull in the order in which they appear on
the hull – we will note this set convh (P).

Fig. 1 shows an example of the convex hull of set P � {p1, p2 ,
…, p10}. The points p4 , p6 , p7 , p8, p9 � (P – convh(P)) lie in the
convex hull but they are not boundary points and the points p1,
p2 , p3 , p5 , p10 � convh(P) are boundary points of the convex hull.

As early as 1972, Graham gave a convex hull algorithm with
O(nlog(n)) worst-case running time. In our application we used the
Python program [3] implementing Graham’s scan algorithm.

3. Convex set partitioning problem

The problem of partitioning customers (represented by the
points on the plane) to the convex hulls of vehicle areas can be
formulated as the following optimization problem (CSP):

Let us have the set of n points P � {p1, p2 , …, pn} in the plane
and the integer q where n � 6 and 2 � q � [n/3]. The goal is to

MINIMAL TOTAL AREA CONVEX SET 
PARTITIONING PROBLEM
MINIMAL TOTAL AREA CONVEX SET 
PARTITIONING PROBLEM

Stefan Pesko *

The linear binary model for finding set partitioning of the points in the plane is studied. 
We present heuristic which generates partitioning of points to clusters for a given number of seeds with searched seeds of clusters in

a plane. For this cluster the convex hulls are constructed via Graham’s scan algorithm. This approach is demonstrated on the real instance of
Florida area with 235 points for 10 and 13 clusters. 
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Fig. 1 The points on the convex hull convh (P) = {p1 , p3 , p2 , p10 , p5}
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find a set partitioning of the set P to q partitions – clusters of points
– P(q) � (P1, P2 , …, Pq) such that every two clusters have empty
intersection and the total area of the convex hulls of partitioning
members is minimal.

Fig. 2 shows an example of the convex set partitioning of set
P to three clusters P1, P2 , P3 of points. Every two convex hulls

of partitioning have empty intersection i.e. co�nv�h�(Pi) � co�nv�h�(Pj)�
� � for 1 � i � j � 3 and the total area of the convex hulls 
|co�nv�h�(P1)| 
 |co�nv�h�(P2)| 
 |co�nv�h�(P3)| is minimal, where |p|
denotes the area o the polygon p

Let H � {H1, H2, …, Hm} be the set of all subsets of the
boundary points from P which lie on the convex hulls. We will use
the abbreviate notations M � {1, 2, …, m} and N � {1, 2, …, n}.
We can now define the binary variables

We define the point-to-cluster incidence matrix A � (aij) where

and the cluster-to-cluster incidence matrix B � (bij) where

Let us remind that |A| denotes the area of object A. Now we
can formulate and solve the CSP problem as the following binary
programming problem (BCSP):

(1)

(2)
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The objective function (1) minimizes the total area of the
convex hulls in the solution. The cardinality constraint (2) states
that the partitioning contains exactly q clusters. The set partitioning
constraints (3) ensure that every point of the set P lies in exactly
one cluster. Constraint (4) tells us that every two convex hulls are
disjunct.. The logical constrain (5) chooses a set of clusters in the
solution xjk � 1, k � 1, 2, …, q. The optimal solution of the CSP
problem has the following form

For the exact solution of the BCSP we have the known set H
which has an exponential growth. Its size is too large for the solving
of practical problems via accessible bivalent programming solvers.

One approach how to try to find an approximate solution is
the reduction of the set H. The natural way how to do it is based
on the capacities ci of the points pi. Let C be the capacity of vehicles.
We can define the capacity of a cluster as the sum of capacities of
its points. The cluster of the points P is then a feasible cluster if

. (6)

Now we can formulate the problem which helps to reduce the
set H.

4. Convex location problem

When we approximate q convex hulls of the CSP problem as
q-median of seeds of clusters we have the following optimization
problem (CL):

Let us have the given set of n points P � {p1, p2 , …, pn} in the
plane, integer q where n � 6 and 2 � q � [n/3] and positive integer
numbers c1, c2 , …, cn , C. The goal is to find a q seeds of feasible clus-
ters of points – S(q) � {s1, s2 , …, sq) such every two cluster hulls of
cluster have empty intersection and the sum of Euclidean distances
of points to seeds of clusters is minimal.

This model measures the cluster by a sum of distances from the
seed of cluster to the points of cluster as we can see in Fig. 3. The
convexity constraint assigns the point p to the cluster P1 because
the distance from the point s1 to point p is shorter than the distance
from the point s2 to point p.

Let D � (dij) be the matrix of Euclidean distances between
the points P and let us denote the maximum distance by dmax. We
can define the bivalent variables yi � 1 if the point pi is a seed of
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Fig. 2 Convex set partitioning P(3) � (P1 , P2 , P3) of points P
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the same cluster and yi � 0 otherwise. We also define the bivalent
variables xij � 1 if the point pj is assigned to the seed pi. It is easy
to construct the set S � {pi � P : yi � 1}.

Now we can formulate and solve the CL problem as the biva-
lent-programming problem (BCL):

(7)

(8)

j � N, (9)

i � N, (10)

i, j, k � N, i � j, j � k (11)

i, j � N. (12)

The objective function (7) minimizes the total distance of the
points to the nearest seed. The cardinality constraint (8) states that
the solution has q clusters. The assignment constraint (9) ensures
that every point of the set P is assigned exactly to one computed
seed. The capacity constraint (10) is valid for feasible clusters only.
The convexity constraint (11) ensures that the constructed convex
hulls are really of shape of a convex polygon. Finding such polygon
is similar to the same phase in Voronoi algorithm. The constaraint
describes a situation when we need to decide to which cluster a point
belongs. When there is more possibilities it is always assigned to
a cluster with nearest seedThe last logical constraint (12) chooses
seeds and defines clusters with its seed.

It can be proved that the BCL problem is NP-hard. Janacek
and Gabrisova studied the possible approach to an approximate
solution of the capacitated location problem based on lagrangean
relaxation in [4]. Computational experiments with program glpsol
for solution of mixed linear programming problems show that using
Open Source library GLPK (GNU Linear Programming Kit) [7]
we can find a good approximate solution of a real-world problem.
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5. Instances of Florida area

We verified the models on the two instances of Florida area
with n � 234 points and the number of clusters q � 10 and q � 13.
The capacities of points are daily weights of customer’s demands.
For every q we solved 7 instances of BCSP problems with

and Ck 
 1 is the maximum of cluster capacities in the solution
of instance with the vehicle capacity Ck�1 for k � 1, …, 6. The
points on convex hulls define the reduced set Hq � {H1, H2, …,
H7·q}. By solving the BCSP problem, we got the clusters for ten
vehicles as we can see in Fig. 4. The convex hulls were constructed
by Graham’s scan algorithm [3] implemented in Python [2], [6],
[8]. An interesting property of the obtained solution is that the
clusters have a relatively uniform distribution of the cluster capacity
defined by the left side of inequality (6). Note that the total time
of computing via [7] program glpsol was between 15 – 16 hours
for one q.

6. Open questions

The experiments with Florida instances show that real world
BCSP problems with several hundreds of points can require long
computational times. Reduction of the problem by solving some
associated BCL problems is possible. Open questions are
� the approximate ratio for presented heuristic,
� the applicability of estimation of vehicle service with the aid of

the area and weight of cluster,
� the possibility of weakening the formulation of the convexity

constraint (11) in the BCL problem,
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Fig. 3 Convexity constraint for clusters P1 and P2 with seeds s1 , s2

Fig. 4 Convex hulls for 10 clusters of Florida area
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� the development of special methods for solving the BCSP and
BCL problems.

� possibility of formulation and solution of BCSP via Voronoi
diagrams
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1. Introduction

Many image processing and pattern recognition problems use
thinning as one of the processing step. These problems include vec-
torization of raster maps and engineering drawings [1], character
recognition and analysis [2, 3] and more [4–7]. Thinning belongs
to skeletonization techniques [12] which are used to create a skele-
ton sometimes called medial axis. Like other segmentation techni-
ques, thinning has its advantages and disadvantages. One of the often
mentioned disadvantages is a low computational speed. Although
thinning algorithms are relatively fast compared to other skele-
tonization techniques, they are still slow for some tasks. Many
thinning algorithms were proposed [8, 9, 10, 13] but they usually
tend to process all image pixels in every iteration. 

In this paper the thinning technique is briefly described in
section 2. In sections 3 and 4, two approaches to contour thinning
with different rules are presented. Section 5 describes experiments,
section 6 shows results and section 7 presents conclusions.

2. Thinning

Thinning algorithms remove outer pixels layer by layer in iter-
ative process to produce one pixel thick skeleton. The thinning
shows good results for objects, the length of which is much larger
than their thickness. The skeleton is ideal for this type of objects
because it is represented by a set of lines which are a natural rep-
resentation of objects such as roads and characters. The result of
thinning algorithms is a modified binary bitmap which must be
further processed to yield a vector representation. Thinning should
fulfill these requirements:
� Skeleton should be one pixel thick
� Connectivity should be preserved
� Shape and position of the junction points should be preserved

� Skeleton should lie in the middle of a shape (medial axis)
� Skeleton should be immune to noise (especially to boundary

noise)
� Excessive erosion should be prevented (length of lines and curves

should be preserved)

The nature of thinning algorithms can be parallel or sequen-
tial. Parallel thinning algorithms make their decisions about delet-
ing pixels based on a bitmap resulting from the previous iteration,
while sequential algorithms use an actual bitmap.

3. Contour approach

Pixels in binary images can be divided into 3 categories:
� background pixels
� contour foreground pixels
� other foreground pixels

During each iteration only contour foreground pixels can be
deleted and so no other pixels need to be tested. Contour pixels
usually represent only a small portion of pixels in engineering
drawings and raster maps (especially drawing maps) so when all
pixels are processed a large amount of processing time is wasted.
For example, the image shown in Fig.1 consists of 338 322 pixels,
but contour pixels represent only 12.5% of them.

The base idea of a contour approach is to process only contour
pixels when conditions for deletion are tested. There are several
contour tracing algorithms [14] which can be used in this process.
To be able to describe the contour approach to thinning used in
this paper following definitions are given:

Definition 1: The foreground pixel in a binary image is a black
pixel which is a part of the important object.

A CONTOUR APPROACH TO THINNING ALGORITHMSA CONTOUR APPROACH TO THINNING ALGORITHMS
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Definition 2: The background pixel in a binary image is a white
pixel which is a part of the unimportant background.

Definition 3: The 3�3 neighborhood of the pixel P is repre-
sented by the pixels P1–P8 as shown in Fig. 2.

Definition 4: The Contour Pixel is the foreground pixel whose
3�3 neighborhood contains at most 7 foreground pixels.

Definition 5: When contour is processed, the contour pixels are
processed in clockwise order. Let P[i, j] be the processing pixel
and P7[i, j�1] be the previously processed pixel. A successor of
pixel P is the first foreground pixel in its 3�3 neighborhood found
in clockwise order starting from P7 position. This means that the
neighbors of P are processed in the following order: P8, P1, P2 ,
P3 , P4 , P5 , P6 , and P7 to find the first foreground pixel. A prede-
cessor is used to find a successor to ensure that the contour pixels
will be processed in right order.

A general contour thinning algorithm can be described in 2
steps:
� recognition of contours
� iterative thinning of contours

In the first step the image is scanned to find contour pixels.
When the contour pixel is recognized the whole contour is traced
using the successor function. This function returns the successor
of current pixel based on definition 5. In order to trace the whole
contour the current pixel is marked as a predecessor and the suc-
cessor is marked as a current pixel after the successor is found.
This process continues until the contour is traced and all the

accessed contour pixels are marked (colored) as used. This pre-
vents from finding the same contour multiple times during the scan-
ning process. To be able to use the successor function two pixels
must be known. When the first pixel of the contour is recognized,
the positions P1, P5, P3 and P7 are used to find the first background
pixel. This background pixel is marked as a predecessor of the
current pixel so the successor function can be used. Every contour
in the image is stored for further processing by the first recognized
contour pixel and its successor.

After the whole image is scanned, all contours are recognized.
Next, the thinning process can begin. In each iteration, all the con-
tours which were not marked as thinned are processed. The contour
pixels are tested for deletion based on the rules and templates used
by a specific thinning algorithm. A contour is marked as thinned
if none of its contour pixels were marked for deletion in the pre-
vious iteration. When all the contours are marked as thinned the
thinning process is finished.

In Figs. 3 and 4, the results of contour thinning using the basic
deletion rules are shown. These rules mark the pixel for deletion
if its connectivity number (number of black to white translations)
equals to 1 and if the number of the foreground neighbor pixels is
higher than 1 and less than 7.

The contour thinning algorithm based on the presented dele-
tion rules produces distortions in junction points shown in Fig. 4.
This is caused by the successor function which does not recognize
all the contour pixels and produces the contour shown in Fig. 5.
This contour approach to thinning (CT1) has its advantages and
disadvantages. To process the contour, a smaller number of contour
pixels need to be processed and what is more important the suc-
cessor function and the whole algorithm are relatively fast and easy
to implement as will be shown later. The disadvantage of this
approach is a possible distortion in junction points. To deal with
this problem, correct rules for deletion should be used. One pos-
sibility is to use two sub-iterations for pixel deletion allowing to
access contour pixels which were not accessible in first or second
sub-iteration.

Fig. 1 Example of drawing map

P8 [i�1, j�1] P1 [i�1, j] P2 [i�1, j
1]

P7 [i, j�1] P [i, j] P3 [i, j
1]

P6 [i
1, j�1] P5 [i
1, j] P4 [i
1, j
1]

Fig. 2 Neighborhood of pixel P
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Another possibility is to improve the successor function to rec-
ognize all contour pixels. This function will use the same definition
of a successor pixel (def. 5), but for all the successors which rep-
resent diagonal neighbors (P2 , P4 , P6 , P8) of a current pixel, the
next pixel in clockwise order is examined. If this pixel is a fore-
ground pixel it is marked as a successor instead of the original one.
Although this process seems to be easy, the contour approach to
thinning based on such a successor function brings a lot of com-
plications. The first problem is shown in Fig. 6. If the successor
function is used, there is a high probability to create an infinite

Fig. 3 Skeleton of drawing map

Fig. 4 Distortions in junction points

Fig. 6 Infinite loop

Fig. 5 Problem of contour pixels recognition
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loop. In Fig. 6, four successive steps are shown. The current pixel
is represented by ‘P’ and predecessor by ‘X’. When the contour is
processed using this successor function, an infinite loop is created.

So definition 5 of the successor has to be modified in order to
prevent from creating the infinite loops. 

Definition 6: When contour is processed, contour pixels are
processed in clockwise order. Let P be the processing pixel, X be
the previously processed pixel and XX be the predecessor from
previous step (where X was actual pixel). The successor of pixel P
is the first foreground pixel from its 3�3 neighborhood found in
the clockwise order starting from X position which differs from
XX pixel.

A new contour approach to thinning (CT2) can be defined
using the new successor function and the successor definition 6.
This approach uses information about the actual pixel (P), its pre-
decessor (X) and a predecessor from the previous step (XX) to
process contours. Using the information about XX pixel the situ-
ation in Fig. 6 can be solved (see Fig. 7).

Information about all these pixels must be stored in order to
correctly start and stop processing of contours. Sometimes X and
XX pixels are at the same location. In this case XX pixel needs to
be ignored when the successor function is used. Some other prob-
lems with implementation of CT2 are described in the next
section. The result of CT2 using the same deletion rules as in CT1
is shown in Fig. 8.

4. Implementation problems

Although some problems of CT1 and CT2 approaches were
described in the previous section, there are still other issues to be
solved. Critical points have to be defined before discussing these
problems.

Definition 7: Critical points CP, CX and CXX are pixels which
are stored for each contour and are used to start and stop contour
processing. CP stands for the current pixel, CX stands for the pre-
decessor and CXX represents the predecessor from previous step. 

The first problem is to set “stopping rules”. When the contour
is processed, a position of the current pixel P is compared to CP
and a position of the current predecessor X is compared to CX.
When these positions match, processing of the contour is stopped.
In CT2, also the position of XX is compared to CX. 

When some of the critical points are deleted, their positions
must be updated for further accurate contour processing. This
process can influence quality of results in place of these critical
points.

There are some other issues with deletion rules for both CT1
and CT2. One problem was shown in Figs. 4 and 5. In CT2, the
most important problem is the problem of “staircase pixels”. These
pixels can belong to two contours and when they are deleted by
one contour, critical points of other contour can be deleted too,
making further processing of the second contour impossible. To
deal with this problem we can search through all the contours to
find out if this pixel represents a critical point of other contour or
not. If the result is positive we can update critical points of the
given contour. This process is time consuming. A better approach
is to create rules which keep staircase pixels and remove them in
a post-processing step. Because of the mentioned problems and
some other issues with CT2 implementation, CT2 approach is hard
to implement and its behavior is hard to predict for some cases.
Also it is slower than CT1 so the CT1 approach was tested in
experiments.

5. Experiments

Two tests were used to evaluate the CT1 quality. In both tests
Zhang-Suen thinning algorithm [10] and CT1 are used. Zhang-
Suen algorithm is often used as a reference algorithm and in our
case it represents thinning algorithms which process all the image

Fig. 7 Correct processing of contour

XX

X P XX X XX

P P X X XX

P

Fig. 8 Result of CT2
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pixels. Another advantage of this algorithm is that it uses two sub-
iterations for pixel deletion. These deletion rules and two sub-iter-
ations process can solve problems shown in Fig. 4 and so they
were used in CT1 for these tests.

Test 1 compares quality of result based on performance mea-
surements proposed in [11], where a thinning rate, number of com-
ponents and noise sensitivity are evaluated. The second test consists
of 4 cases and its purpose is to compare the processing time of
both algorithms based on 4 different parameters of input images.
These parameters represent percentage of background pixels (pBP),
contour pixels (pCP) and non-contour foreground pixels (pFP) and
a number of contours (NC). Detailed information about these
images is shown in Table 1.

6. Results

The image shown in Fig. 9 was used for test 1. Performance
measurements show that the results for this input are the same for
both algorithms (see Table 2.). More tests with the same criteria
and manual verification were made. No fundamental differences
were found in these tests.

The results of test 2 are shown in Table 3. For image 1 which
consists of a large number of contours (11 984), the computation
time is approximately the same for both algorithms. As the number
of contours decreases and the number of background and non-
contour foreground pixels increases, CT1 algorithm became faster
than Zhang-Suen thinning algorithm. On the other hand, if images
with more contours were tested, CT1 algorithm would perform
much slower. This means that CT1 algorithm is much faster for
shape objects the length of which is comparable to their thickness.
When dealing with elongated objects, especially with objects the
length of which is much larger than their thickness, the situation is
more complicated. For example, engineering drawings and drawing
maps usually have characteristics similar to image 2. They usually
consist of a large percentage of background pixels, the number of
contours is relatively high and they tend to have a lower percent-
age of non-contour foreground pixels. This situation can differ
from image to image, but CT1 algorithm should perform faster for
majority of them.

7. Conclusion

Two contour thinning principles CT1 and CT2 were presented
in the paper. These approaches represent general principles which
can be used with different deletion and implementation rules. Also
they can be implemented as sequential or parallel algorithms. CT1
seems to be more robust. It can be easier to implement and perform
faster than CT2. In section 6, CT1 and Zhang-Suen algorithms
were compared. The CT1 algorithm was implemented with the same
principles as Zhang-Suen algorithm (parallel nature, the same dele-
tion rules and two sub-iterations). Both algorithms produce a skele-
ton with similar characteristics. Although when it comes to compu-
tational speed, CT1 tends to be faster for majority of input images
(for all the images in our tests), there are still situations where the
classical approach, processing all the pixels in the image, is faster.

Dimensions pBP pCP pFP NC

Image 1 5000�8000 38.4% 7.4% 54.2% 11 984

Image 2 5000�8000 69.3% 4.0% 26.7% 8 270

Image 3 5000�8000 38.2% 0.8% 61.0% 138

Image 4 5000�8000 64.8% 0.6% 34.6% 155

Parameters of input images used in test 2 Table 1.

Fig. 9 Input image used in test 1

Thinning rate
Number of
components 

Noise sensitivity

Zhang-Suen 693 1 62

CT1 693 1 62

Performance measurements Table 2. 

Image 1 Image 2 Image 3 Image 4

Zhang-Suen 22.6 16.7 162.6 119.3

CT1 21.6 13.2 45.9 42.8

Results of test 2 (sec.) Table 3. 
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1. Introduction

The communication between computers and people as end-
users is most frequently based on writing and reading. Computers
can perform written instructions and the users can read the result
of computer’s proceeding on monitors or printing output. But there
are many situations when people need vocal communication with
computers. People could be concentrated on some activity and
they are not able to read or write (e.g. driving, surgery major), or
people could have some healthy problem, like weak eyesight or
dyslexia problems. For such reasons there were created tools for
speech recognition and speech synthesis. Computers are able to
create artificial sound which is similar to real speech. The text to
speech synthesizer (TTS) is a system for conversion of text docu-
ments to audio files. Such a synthesizer (TTS KIS) is developed
in the Department of Information Networks at the Faculty of Man-
agement and Informatics at Zilina University. The TTS KIS system
is a modular based system processing the text with modules, con-
verts it to phonetic transcription and prepares it for audio pro-
cessing. 

The final step of conversion is a preparation of artificial speech
composed of small blocks of natural speech. There are many prop-
erties which have to be keep to prevent the production of a syn-
thetic machine sounded speech. Such a speech is produced with
identical sounds. People cannot produce identical parts of speech.
They are not able to say two identical vowels “A”. Therefore, an
important task for synthesis is the transcription of a text, e.g.:
“OKNO SA POOTVORILO” in such a way. that every letter “O”
sounds a little bit different. On the other hand, the database includ-
ing all the words of the Slovak language (and all the different
forms of every word) is very large. Contrary to the English language,
here it is not possible to use the database with complete words.
So, there is a database of diphones (two joined phones cut from
an artificial word) and synthesized words are combined from

these diphones. The phonetic transcription has to be prepared with
specified properties for every word and sentence. The properties
like melody, pronunciation, phrase breaks, volume, intensity, pitch
must be described. These properties are controlled by separate
modules in the TTS KIS system. Modules give instructions for the
next process with the text and put them into phonetic transcription.
The module described in this article deals with mathematic for-
mulas and expressions. It translates formulas written in the LaTeX
language into a phonetic form suitable for next processing.

The TLatex module which is responsible for reading mathe-
matical formulas is designed and implemented into the TTS KIS
real system and enhances the possibilities of the TTS synthesizer.
In the paper we will describe general principles of modular pro-
cessing of the text by using Speech Synthesis Markup Language
(SSML). Then we will describe the LaTeX program as a markup
language and will take advantage of their similarities.

2. Description of TTS KIS system

Speech synthesis is based on concatenation of diphones, the
sound formed from two phones running from the center of the
first phone to the center of the second one. In this sound a natural
transition from the first phone to the second phone is recorded.
Connection of the phones is realized in the centre of the phone,
where the behavior of the phone as a time process is well pre-
dictable. The modular based program for text-to-speech uses a kernel
developed by the team of researchers and students of the faculty.
The database of diphones (approximately 2000 files) of the Slovak
language was prepared for this system. The architecture of the
system is based on SSML standards, Speech Synthesis Markup
Language [1]. It is designed to provide a rich, XML-based markup
language for assisting the generation of synthesis speech in Web
and other applications. The important function of the markup lan-

MATHEMATICAL FORMULAS IN TEXT TO SPEECH SYSTEMMATHEMATICAL FORMULAS IN TEXT TO SPEECH SYSTEM

Peter Caky – Juraj Boron – Martin Klimo – Katarina Bachrata *

A modular based system for synthesis of a written text allows solving partial problems separately. If there is designed a logical structure
with clear interfaces, it could be possible to prepare modules for variant processes by different members of the team, without necessity of the
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guage is to provide a standard way to control properties of speech
in different synthesis-capable platforms.

The input to the synthesis processor is a text prepared by
a user or produced automatically. SSML standards define a form
of the document. Next, there are few processing steps made by the
synthesis processor to convert a marked-up text input into an
automatically generated speech output. The markup language is
designed for control over each of the steps described below and
the document author can control the final voice output: XML parse,
structure analyses, text normalization, text to phone conversion,
prosody analyses and waveform production.

The marks in SSML language can be more or less structured.
A very simple input to the synthesizer could have the following
form: 

The form of the input can be more complicated. The SSML
is an annotation tool and it is possible to add next information.
We can specify that between <speak> and </speak> elements there
are two sentences. The input will be more specified:

A user could continue and put next marks into the text for
optimization the waveform output. After this processing the output
will satisfy the user’s conditions. The next example of a marked
text illustrates a more detailed description of additional informa-
tional data:

As shown the SSML gives possibility to set a lexicon, a voice,
sentence boundaries that will be used for a grapheme to phonetic
transcription. The annotations that SSML provides can be divided
into three groups: 
1. Document structure, text processing and pronunciation:

<speak>, <language>, <lexicon>, <phoneme>, <say-as>, <p>, <s>. 
2. Prosody and style: <voice>, <emphasis>, <break>, <prosody>. 
3. Other elements: <audio>, <mark>, <desc>.

The requirements that appeared during the development of
TTS KIS system lead to the extension of the SSML language to
SSML+. This extension adapts the SSML to requirements for the
TTS system which works with texts in the Slovak language. There
are new elements and new attributes of the elements existing in
the SSML+. It allows to structure texts in a special way typical for
the Slovak language. Texts can be segmented more precisely to
compound sentences, sentences, words, syllables and diphones.
Due to this segmentation it is possible, for instance, to assign melody
for particular sentences or words, which is important in Slovak
pronunciation.

In order to achieve the complete SSML+ structure, there were
defined and implemented modules for adding the necessary anno-
tations into the input SSML text. Rule-based engines (RBE [2])
represent a way how this task can be accomplished. There was
defined a set of atomically and independently executable modules.
Each module M is determined by two sets of conditions: 
1. Preconditions – a set of conditions that have to hold before

a module code is executed
2. Postconditions – a set of conditions that must be true just

after the execution of a module code

These modules are executed one by one in an undefined order
depending on the result of module preconditions. The method of
execution in which the order of module invocations is not explicitly
defined is called the implicit invocation [3]. The order in which
modules are executed is determined implicitly according to the

Fig. 1 Steps in the process of speech synthesis based on SSML

<speak>
Tento text ma byt precitany po slovensky.

Preto sme ho napisali po slovensky.
</speak>

<speak>
<s> Tento text ma byt precitany po slovensky.
</s> 
<s> Preto sme ho napisali po slovensky. </s>

</speak>

<speak version”1.0” xml:lang=” en-US”>
<lexicon
uri="http://www.example.com/lexicon.file"/>

<voice gender="female" variant="2">
<p><s> Next text has to be read in 
Slovak language. </s></p>
</voice>

</speak>
<speak version”1.0” xml:lang=”sk”>

<voice gender="male" variant="1">
<p><s> Tento text sme napisali po 
slovensky. </s></p>
</voice>

</speak>
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preconditions and postconditions and modules run till some pre-
condition has changed.

An advantage of the implicit invocation is its independence of
the modules. Not only during the program running but also during
the module development. The modules can be prepared separately.
It is only necessary to define preconditions and postconditions for
each module. Then it is easy to add the modules to the system.
The TTS speech synthesizer uses a concatenative approach [4],
[5] and some of the modules are used cause of the concatenative
method: 
1. Validation of the SSML and structure creation (speak, ssml,

audio)
2. Structural analyses (lang, voice, paragraph, compound, sen-

tence, sentence type, word, diphone, text norm, text, syllable,
say as, sub, desc, mark, phoneme)

3. Grapheme to phoneme conversion (lexicon, ph, word join)
4. Prosody analyses (prosody, contours, range, pitch, duration,

rate, volume, emphasis, voice, break)
5. Waveform production (diphone extract, diphone selection,

diphone merge, contour application, prosody application)

But there are also modules for structural analysis and normal-
ization of the text. The shortcuts, numbers, dates, marks are con-
versed into the text in these modules. We will focus on the Tcitac
module[10] that executes mathematical expressions written in the
LaTeX typesetting system.

3. Reading of mathematical expressions

From the synthesis point of view, a mathematical expression
is a set of symbols, letters, numbers, formulas and relation signs
which express some mathematical properties or data. Parts of sucha
text could be numbers, variables, fractions, elementary functions,
integrals, sums and whatever else that mathematicians can think
up. People know the way how to read the expressions, they know
where they have started and where the end of the expression is. If
an expression is to be read automatically, people will have to
teach computers how to converse a mathematical expression into

a plain text. But there are many ways how to read the same expres-
sion also in the Slovak language. 

A very easy example is the fraction 1/2. It is possible to say
only “half”, but for the same expression we can use “one half”,
“one over two”, “fraction one over two”, “fraction where numerator
is one and denominator is two”. The most complicated way how
to say 1/2 is the sentence:

People do not use the last way of reading the expression 1/2
but for complicated fractions this is a good solution how to do it.
There are two choices in the Tcitac module for reading expres-
sions: “simplified” reading (like “half”) and “normal” reading (as we
could see above). The “simplified” reading is choice for reading
texts with small numbers of expressions or for quick reading for
first overview of the text. Technical articles require “normal” reading.
The text must be read by separate steps. The next part of the text
is read after finishing the previous part. If there are many levels in
one part, they have to be read progressively from complicated to
simpler parts. After reading the elementary part the system con-
tinues by reading on a higher level.

(1) 

There is a scheme of the way of “normal” reading of the
formula (1) in Figure 3. At this scheme there are arrows denoting
progress of the steps of reading blocks of an expression.

The final text for normal reading will be prepared in the form: 
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Fig. 2 Execution of modules based on preconditions

Fig. 3 Scheme of the steps in reading of mathematical formula

Begin of the mathematical expression start of the fraction start of the
numerator one end of the numerator over start denominator two end of
the denominator end of the fraction end of the mathematical expression.

Begin of expression limit for en going to infinity from sum for kej equal
to one till en from fraction start of the numerator one end of the numer-
ator over start denominator k power to two end of the denominator end
of the sum end of the limits is equal to fraction start of the numerator pi
power to two end of the numerator over start denominator six end of the
denominator.
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The “simplified” reading uses the same scheme of reading the
expression. Short forms of the formulation are used. The final text
for “simplified” reading will be prepared in the following form:

A “simplified” form is easier to use but there can be some mis-
takes in understanding. A better solution is to use a combination
of these two forms. The first “simplified” reading and then if there
are some doubts about understanding the “normal” reading follows.

4. Mathematical expressions in LaTeX typesetting
system 

LaTeX is a markup language for preparing documents for the
TeX typesetting program designed by Donald Knuth, [6], [7].
LaTeX is most widely used by mathematicians, scientists and aca-
demic society. The typesetting system offers extensive facilities for
automating most aspects of typesetting and desktop publishing,
including numbering and cross-referencing, tables and figures, page
layout and bibliographies. LaTeX was originally written by Leslie
Lamport [8]. Both of them LaTeX and TeX are open source
systems. They say about LaTeX that it is a document preparation
system for high-quality typesetting. LaTeX encourages authors not
to worry too much about the appearance of their documents but to
concentrate on getting the right content. One of the greatest moti-
vating forces for Donald Knuth when he began developing the
original TeX system was to create something that allowed a simple
construction of mathematical formulas, whilst looking professional
when printed. The expression (1) written in LaTeX can be seen in
Figure 4.

Fig. 4 Output of mathematical formula written in LaTeX

A LaTeX document consists of one or more source files with
extension .text and files which can be written in an optional text
editor. In this file there is a text and commands commonly start
with a backslash and are grouped with curly braces. We will focus
on writing mathematical formulas in LaTeX. LaTeX needs to know
beforehand that the subsequent text does in fact contain mathe-
matical elements. This is because LaTeX typesets math notation
differently than a normal text. Therefore, special environments
have been declared for this purpose. For declaration special marks
are used allowing to recognize mathematical formulas in the text.
There are special marks in LaTeX for mathematical symbols, vari-
ables and characters. Formula (1) can be expressed as:
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Other ways how to declare mathematical environment are
pairs of mark like $ … $, \begin{math}… \end{math}, \begin{dis-
playmath}… \end{displaymath}, \begin{equation}… \end{equation}.
The LaTeX commands are sorted to several classes according to
the way in which they are read:
� signs without special commands in mathematical environment

(numbers, letters, + * > < ( ) [ ] : “ ‘ /)
� pairs of the marks for mathematical environment ($…$,

\begin{displaymath}… \end{displaymath}, \begin{equation}…
\end{equation}, \begin{eqnarray}… \end{eqnarray} ) and simi-
larly pairs of the marks for norm, absolute value and curly
brackets

� non reading commands like spaces, labels, size and style of the
characters, commands for citing, index and references

� non parametric commands (\infty, \alpha, \%, \dots, n \choose
k, \subset, \to, \into, \partial, \bot, \rightarrow, \forall, \neq, \&)

� standard commands for functions (\lim, \det, \min, \cos, arsin)
� letters of Greek alphabet (\alpha, \beta, \gamma, \epsilon,

\varepsilon, \pi, \phi, \varphi)
� commands after parameter (\overline{x}, \overbrace{x},

\underline{x}, \dot{x})
� commands with parameters like exponent, index, root, limit,

product, sum, integral, fraction, vectors (x^{2\pi}, x_{ij},
\sqrt[3]{9}, \lim_{n\to \infty}{\fraction 1 n}, \prod_{k=0}^{5}
{x_{k}}, \sum_{k=0}^{\infty} {n^2}, \int_a^b x^2 dx , \frac1 5,
\vec{v}) 

We will describe principles of the Tcitac module of the TTS
KIS synthesizer in the next section.

5. Description of Tcitac module 

The Tcitac is a module working with mathematical expressions
written in LaTeX. The module converts mathematical expressions
to the SSML+ format prepared for reading. More precisely, the
pre-condition of this module is at least one appearance of LaTeX
mathematical environment. The postcondition of the Tcitac is
a phonetic transcription of all the LaTeX formulas. The module
consists of nine classes shown in the UML diagram in Figure 5.
The Class Texformula is an interface of the module. In this class
we detect if the precondition of the module is satisfied. Class Ttexty
contains commands with their phonetic transcriptions, class TNum-
bersTransformer converts numbers, class TTexTransformer finds
the beginning of the formulas and creates an instance TProstredie.
Tprostredie finds LaTeX commands and creates an instance TCast
for conversion of individual commands. Tcast executes the com-
mand recursively and after finishing it it returns the control back
to the upper level class TProstredie and the results of TProstredie
are returned to TTexTransformer and then to Texformula. Tex-
formula continues in scanning all documents and returns the
changed SSML document and finishes its proceeding. The instance
of class Tprikaz is used to transmit information about the current
proceeding of translation of the command. The instance of class
Tznak helps in sequential reading of the signs of the document.

Limit for en going to infinity from sum for kej equal to one till en from one
over square of is equal to square of pi over six.

$$\lim\limits^{n\to\infty}\sum\limits_{k=1}^n\frac{1}{k^2}=\frac{{\pi}
^2}{6} $$
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6. Conclusions

The Tcitac module does not have a fixed programmed list of
the LaTex commands and a way of how to read them. The infor-
mation about reading is loaded from the input files. It is easy to
add new commands or to edit some existing ones. Possibilities of
changes of the phonetic transcription are very important properties
of the Tcitac module. There are many exceptions or different ways
in reading mathematical formulas. The improvement of reading
can be done by including exceptions to the lexicon of the TTS KIS
system [11]. Exceptions and mistakes in the phonetic transcrip-
tion can be included into the learning of neural networks. Works
[12], [13] can be extended from reading the text to reading for-
mulas and mathematical expressions.

Fig. 5 UML diagram of the classes of module Tcitac
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1. Problem characterization 

Calendar data are a significant part of information on provided
services, executed activities, frequent events etc. In connection to
our work we come across them particularly in the area of trans-
port, where processing and displaying them has been an important
component of many information systems. Most frequently, they
describe means of transport operation days or validity days of some
further transport characteristics. Therefore, in our article we are
going to talk about the calendars describing a train operation days.
But the text-generating algorithms created and described hereby
are to a great extend universal, and by changing the text being
used it is possible to adapt the outputs also to other, different si-
tuations.

Most frequently, calendar data are entered and stored in two
ways: in bit maps and by means of text descriptions. We use the
term bit map to denote such form of information which, for each
day of a particular period, sets whether a train operates or not on
a given day. The calendar then can be expressed (and this is also
how it is usually represented in a data way) as a sequence of ones
(1s) (the train operates) and zeros (0s) (the train does not operate)
corresponding to individual days [1]. A part of the information on
calendar is the beginning and the end of its validity period. This,
most often, also secures the link-up between the data and real ca-
lendar.

The calendar defined by a bit map is optimal from the view-
point of informatics. By means of the bit map it is easy to edit or
find out about a train operation days, to compare and combine
data of several calendars, to find out about their characteristics etc.
Basically it is possible to picture only graphically, which is reason-
able to do only on a monitor of sufficient size. The user needs to
have necessary equipment, as well as time to use such way of the
data information display. This form of a calendar set-up is, on the

other hand, unsuitable for mass print outputs, depiction on small
screens (e. g. PDA devices), for other than graphical transfer of
train rides information etc.

Therefore, the calendars defined by a bit map are suitable to
work with for information systems and specialized users who, as
a part of their job, create, change, analyse etc. date data. Reversely,
they are not suitable for mass usage, for common human interac-
tion and so on.

A calendar text description has been most frequently used in
date annotations in various types of timetables and other infor-
mation utilities. This date information description attributes are
basically opposite to those with the bit map. The contents of the
calendar are composed into a relatively short text. That is why it
suits in print outputs or for small displaying devices. The calendar
validity is possible to communicate verbally in an easy way. Regard-
ing our experience with using this form of date description, we can
easily gain some types of information from the text description,
e. g. whether a train operates tomorrow, next Monday or on Christ-
mas Day. We would, on the other hand, have problems, if we were
supposed to use the text description to define the number of a train
operation days within the observed period, to find out which of
the two given trains operates more frequently, or on which days
both of the trains operate. 

A trully existing problem which we needed to solve lies in the
algorithmic interconnection between the two means of presenting
date information. To the ways of work used in the transport area
mostly applies that first of all bit calendars are at disposal, and
they consequently need to be expressed in a text form. Bit maps
are gained either from information systems for transport planning,
or gained from international, whole-Europe databases, where using
text expressions is faced with language problems. In the article we
are describing an algorithm for generating text descriptions from
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the algorithm we have designed, its basic ideas and parts. We also present the results of testing the successfulness of the algorithm before it is
primarily used. 
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a calendar bit map, which has been created for the above pur-
poses, as well as the first results of testing the algorithm.

2. Solution starting points

The basic task is to generate text corresponding with a given
calendar bit map. For the bit map we also suppose setting the initial
and finishing days of the calendar validity period. These at the same
time determine the length of the validity period. As long as we are
considering several calendars, we assume identical initial and fi-
nishing days of the validity of all of them. In case this condition is
not complied with, we are able to provide it formally by prolonging
the validity periods of all calendars to the maximum used extent.
The algorithm for genereting text we have designed can manage
unifying the validity period by extending it without any difficul-
ties.

Further on, we assume we are solving the problem for calen-
dars used in the area of public personal transport. They therefore
serve a large group of citizens as important access information in
relation to a certain service. The service presupposes a certain
degree of their regularity, simplicity and lucidity. English speaking
people would say the operation days have to have created a certain
´pattern´. Otherwise date information not lucid enough would
make using the service difficult. Searching and finding the regu-
larity, or pattern, is the essence of the problem solution. 

The algorithm is of course able to process a random calendar
from a different area, too, e. g. a calendar of cargo or special trans-
port, service calendar etc. But here we can expect lower effectivity
and success rate of the algorithm. However, a narrow group of users
of such special calendars enables to presume using the specific
possibilities to display the calendar, e. g. graphical picturing, exten-
sive text, possibility to enquire about individual operation days
etc.

The calendars text descripitons which are to be the algorithm
output also have to meet certain principles. The text needs to be
clear, explicit, structured and standardized. As far as it is supposed
to describe a wider type range of calendars, it will be necessary to
use several text types. Nevertheless, their number should not be too
high. Recognizing a calendar type and consequent assignement and
specification of a particular text type is another key goal of the
solution. The text needs to have a structure, preferably common for
all of the types, and not extensively complicated. It should contain
a ´pattern´ part where the information gets compressed most
remarkably, by means of the found calendar regularity description.
The regularity, however, will not always be possible to achieve
absolutely exactly, and it will be necessary to specify exceptions to
the regularity. Both information need to be expressed in a compact
and inter-related way, not to confuse the user.

Important criteria of the created algorithm quality will be the
algorithm ability to generate text as short as possible or at least
texts of acceptable length, and as high as possible share of calen-
dars which the algorithm will be able to generate a text for.

3. Determining the calendar regularity

Searching a pattern of calendar validity is based on the weekly
rhythm of our life. The basic patterns correspond to the repetition
of individual weekdays (Monday to Sunday). The basic bit map is
compared to all 128 combinations of the seven basic calendars.
They are so called sample calendars. If necessary, the 7-day cycle is
possible to modify into a different number of days, although another
one than the 7-day calendar is in fact not used [2]. This option can
be used for example when processing calendars related to others
than weekly maintenance cycles of different equipment.

To detemine the most apropriate sample calendar, as a crite-
rion we have used the lowest possible number of exceptions, i. e.
days of the entered calendar the validity of which does not corre-
spond to the tested sample calendar. They might be so called pos-
itive exceptions (the train also operates on the days beyond the
tested range) and negative exceptions (the train does not operate
on the days of the tested sample). In optimal case the tested sample
calendar fully agrees with the entered calendar and the number of
exceptions equals zero. It that case it is possible to terminate the
testing. On the contrary, one of the algorithm parameters is the
value of the ultimate acceptable number of exceptions. As far as
it is exceeded, the tested sample calendar is not considered as con-
forming. It is possible we will not consider any sample calendar as
conforming, and searching for regularity will not be successful.

When testing calendars in connection to a particular country,
it is apropriate to complement two more sample calendars. They
are so called holidays (Sundays and bank holidays) and working
days (Monday to Friday, holidays excluded), which we usually mark
with + and X. Thus we gain as many as 9 basic calendars that we
combine with each other. However, there is no point in combi-
ning the holiday’s calendar with the calendars containing Sundays,
and the working days calendar with the calendars containing only
Monday to Friday days.

The description of the found sample represents the main com-
ponent of the generated text. The way the week days are marked
is optional, most frequently they are abbreviations or serial
numbers of individual days (Mon to Sun with the sequence 1 to
7). With a particular algorithm implementation it is possible to
use special fonts for the marking. Standardly the text looks as
follows:

´The train departs on Mon, Thu, Fri´ or ´The train departs on
(1), (4), (5)´.

In some special cases simplified and commonly utilized texts
are used, such as ´The train operates daily´, ´The train does not
operate´, ´The train operates on Mon to Fri´ or ´The train operates
on Sat and Sun´. 

Eligibly it is possible to use also so called negative notes. As
long as listing the weekdays is too long, a modified text can be used. 

´The train operates daily except (3), (4)´ or ´The train does not
operate on (3), (4)´ instead of ´The train operates on (1), (2), (5),
(6), (7)´. 

R E V I E W
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Fig. 1 GUI of bit map editting component.
Example of simple ´Mon+Fri+ Sun´ regularity and ´holidays´ sample calendar
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With the second text above the information that the train
operates on all days but Wednesdays and Thursdays is only implicit,
therefore the text is shorter but less precise. A small explorative
enquiry has shown that naming three days in a negative form is
not accepted by users, that is why we use it only for one or two
´negative´days. 

The regularity description is followed by listing exceptions as
follow:

´The train operates on (5), (6), except 20 XII, 14 III and 18 IV.
The train operates on 15 I and 14 V´ or ´The train operates daily
except (5) and does not operate on 20 XII, 14 III and 18 IV. The
train operates on 15 I and 14 V´.

We have selected the approach of the negative exceptions are
introduced as rather positive, right after the regularity description.
This is based on the experience that users, having gained positive
information, are likely to finish analysing the calendar text descrip-
tion. Therefore they might wrongly assume the train operates on
the given day, although the opposite is true. That is why the neg-
ative exceptions are introduced as soon as possible and within one
sentence together with the regularity description. On the contrary,
in case of not being successful our mind has a tendency of con-
tinuing to explore, thus the positive exceptions may ensue in the
following sentence.

When listing the exceptions, the list of individual days con-
forms with specific rules. Continual stretches of the days follow-
ing one after another are indicated just by the first and last days.
Marking a month is used only when it gets changed, and marking
a year is used only in case the given day repeatedly falls into the
effectiveness period.

´The train operates on 10 XII 2008 – 12 XII, 19 – 23 II, 13, 14
V, 29 VI – 3 VII, 9 – 11 XII 2008.´

The example above also illustrates one of the options of text-
generating, in case a suitable regularity has not been found, there-
fore the algorithm has failed. Then we deal with listing all of the
valid caledar days. Such text, however, often happens to be long
and not always possible to use. That is why there is another pos-
siblity – generating an empty chain or alerting text, e. g. ´The ca-
lendar text description is not available´.

4. Determining the calendar type

The above described way of regularities searching brings good
results in case the train operates with certain regularity in the
whole, most frequently 1-year period of the calendars validity. It
corresponds to the validity period of the tested sample calendars.
Nevertheless, as long as the train operates on Mondays and Fridays
only during the school year, the high number of exceptions due to
the holiday periods would, from the year-round point of view,
refuse this regularity. This fact has brought us to the idea of tipping-
out and consequently searching certain calendar types in the given
bit map. The types should identify the period within which the
train operates, and search and test the regularity within this period

only. Consequently, an appropriate type text, complementing the
information on the found regularity, will be generated for each ca-
lendar type.

We have decided to maintain the number of types low, for
lucidity´s sake, however, at the same time we have to be able to
use them to describe as many bit maps as possible. That is why we
have also decided to resist the possibility of using recursive types
searching, which is easy to implement from the viewpoint of pro-
gramming. Our algorithm is currently using 5 types described further
on. The assigned bit map is tested for its applicability to indivi-
dual types, and it can also fall under more of them. As long as this
happens, the type with the lowest number of exceptions from the
found regularity gets selected. In case of an identical number of
exceptions, as simple as possible type will be used. That corre-
sponds to the sequence we have listed them in.

The basic type is so called year-round calendar. In this case,
the text introduced in the previous part is generated. 

The following type is the calendar with one ´operates´
period. It corresponds to the calendars according to which before
and/or after the train operation-days period, i. e. at the beginning
and/or at the end of the validity period the train does not operate
at all. The minimal scope of the period in which the train (with
consequently searched regularity) operates, is set as the algorithm
parameter. For this type of calendar the texts are generated as
follow:

´The train operates only from 1 XII to 31 VII on Mon, Thu,
Fri´, ´The train operates only from 1 XII to 31 VII daily except (2),
(6)´, or with exceptions ´The train operates only from 1 I to 31 VIII
daily except Tue, Sat and does not operate on 9 IV, 14 V and 27
V. The train operates on 14 IV, 14 VII and 15 VII´.

A developed version of the above type is the calendar with two
´operates´ period. In calendars like these, instead of one there are
two ´the train operates´ periods, separated from each other by
the period when the train does not operate at all. The generated
texts look as follow:

´The train operates from 4 IV to 31 V and from 4 VII to 31 VII
on (1), (5), (6), (7)´,

´The train operates from 2 V to 30 VI and from 1 IX to 31 X
daily except (4)´,

´The train operates from 30 I to 30 IV and from 1 VII to 30 IX
daily except 31 I and 15 VII´.

Another calendar type is the calendar with a ´does not operate
period´. In this case the bit map serves to find one period within
the validity period in which the train does not operate at all. The
minimal range of the ´does not operate period´ is again given by
an eligible parameter. The texts are generated as follow:

´The train, except the period from 1 IV to 2 VIII operates on Mon
to Fri´, ´The train, except the period from 1 V to 31 VII operates daily
except Mon, Sun.´ or ´The train except the period from 1 IV to 2 VIII
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Fig. 2 Example of one and two ´operates´ period calendar types
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Fig. 3 Example of ´doesn´t operates´ and ´operates daily´ period calendar types
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operates daily except Sat, Sun, and does not operate on 19 II, 11 III
and 19 VIII. The train operates on 26 X, 8 XI and 22 XI´.

The last calendar type is the calendar with ´operates daily´
period. In this case the bit map needs to contain sufficiently long
period in which the train operates daily. This period is introduced
in an independent sentence at the end of the generated text. 

´The train operates on (1), (3). In the period from 1 VI to 31 XII
the train operates daily.´ ´The train operates on (2), (3), (6) except
23 I and 16 IX. The train operates on 30 X and 13 XI. In the period
from 1 VII to 31 VIII the train operates daily´. 

When testing a calendar type we came across a problem of
specific extraordinary train operation days which disturbed the
continuous periods when the train did not operate, and thus pre-
vented the calendar from being allocated to otherwise unambigous
type. They are e. g. ´holidays´ trains routings which are used as
reinforcement before Christmas or Easter holidays. We call these
days isolated operation days and we identify them as the days
before and after which there is a sufficiently long period determined
by the algorithm parameters in which the train does not operate.
The days are identified and temporarily removed from the bit map
even before the determination of the calendar type begins. Their
maximal number is one of the algorithm parameters. The isolated
days are listed in a special complementary sentence ´the train also
operates on …´at the end of the generated text. 

´The train operates in the period from 4 IV to 28 VII on (1), (5),
(6), (7). The train also operates on 6 II and 18 IX.´

5. Language usage

The content of the generated texts of course depends on the
quality of algorithms which search the relevant calendar type, its
regularity and exceptions to it. Last but not least, the language
quality is important, too. We have already mentioned some of the
principles, now we are going to talk about some language specifics
concerning the text description of the train operation days.

First of all, the verb determining the sentence contents is impor-
tant. It is convenient if the verb is able to help us distinguish
between processes regularly repeating themselves and processes
that happen once. In Slovak we consider using the verbs to go and
to be running (to operate and to be operating) as optimal. We use
the first one to describe the regularity, the second one to describe
the train rides exceptions. As long as the calendar does not describe
the train operation days, we recommend to select a different verb
pair. Another important part of sentences is the subject. Hereby,
we have been using the word train. It is easy to replace it with
a more universal word (line, route) and we have created also the
text version with silent subject. These are possible to use univer-
sally e. g. to describe the train rides calendar, and, at the same
time, direct carriages. We can also talk about the service, its avail-
ability level etc. 

Another thing we would like to point out is conscious usage
of simple, unambigous and clear conjunctions and particles (except,

also) the meanings of which users are able to understand and
realise very well. In case of using a negative note, we avoid double
negatives. Therefore, we do not introduce negative exceptions by
using the word ´except´ for the second time but we use the text as
follows: ´The train operates daily except (5) and does not operate on
19 V.´

Generally, we try to generate only simple clauses or simple
sentences. In the examples used hereby we have been using slightly
longer text variants; it is possible to use more concise and shorter
text forms, too.

One needs to realise that language formulation is an extention
to the algorithms to search for the calendar type and regularity. It
should present and at the same time not depreciate their results,
which is a rather difficult but on the other hand manageable task.
Modifying the formulations is supposed to enable us to use the
algorithm core for the bit calendars text descriptions also from
a different area than just the transport one, and also to use the
algorithm in various languages mutations.

6. The algorithm implementation

The created algorithm works in accordance with the princi-
ples described in the previous chapters. First, isolated operation
days are idendified in the bit map. Then they are saved into a sep-
arate data structure and removed from the bit map. Next, the bit
map is tested for what calendar type it agrees with. Consequently
we search the most suitable combination of sample calendars for
the convenient types and the periods within which the train oper-
ates that result from them. Thus we determine the calendar regu-
larities. On the basis of the found regularity, calendar type and
isolated operation days algorithm generates a relevant text.

Implementing the algorithm we also concentrated on another
important property. As we have already mentioned, transforming the
calendar bit maps into its text representation is a problem which
occurs practically in each information system for supporting the
basic or operational planning. Thus, when designing the software
architecture of the modul implementing this algorithm, we put
great emphasis on universality and robustness. Our aim was to use
the modul in various systems without the necessity of extensive
alterations. The algorithm presupposes the existence of various
binary (and, or, xor etc.) as well as unary (not) operators over the
bit maps. Furthermore, the calendar bit map interface was defined
as a bit values field together with the calednar validity attributes.
To use the modul in arbitrary information system, the system just
needs to implement the interface. The algorithm approaches the
bit map through the interface, and doing that, it does not need to
know the implementation details, e. g. the way of the bit map
implementation into the system.

To be able to modify the bit map in a simple manner, the
modul also contains a bit map editting component. It as well con-
tains the buttons for mass introduction and changes of it departs
/ does not depart tokens of the whole day groups, such as week
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days, month days. Last but not least it contains a place for writing
out a bit map text description which is generated immediately with
the bit map change. This behaviour is extremely user-friendly.

7. Testing and implementing the algorithm

We did the algorithm pilot testing on a set of calendars of
MERITS – the whole-Europe passenger-trains database. Except
the entire database we tested separately the calendar sets of the
Slovak and Czech Railways trains.

Text generating is controlled by several mentioned parameters.
The maximal determined number of exceptions for the testing was
15, and the maximal number of isolated days was 5. The minimal
length of period to determine a calendar type was 14 days. In case
the algorithm failed the generated text listed all of the calendar
valid days in a form of positive exceptions. 

The pilot testing brought good results. For the Slovak calen-
dars, in 44 cases we also used the + calendar, and in 89 cases the
X calendar. Regarding the similarities of the Slovak and Czech
Republics, we used the + and X calendars in approximately iden-

tical numbers for the Czech Republic, too. The percentage of ca-
lendars which used the isolated days directly increased the algo-
rithm success rate.

By means of setting the parametres in various ways it is pos-
sible to increase the algorithm success rate, as well as the quality
of generated texts. The relation between the parameters values and
the algorithm success rate are to be subject to thorough testing.
The simplest way is increasing the number of exceptions but this,
together with hightening the success rate, also makes the generated
texts longer. Another possibility is to reduce the number of days
necessary to accept a period when determining the calendar type.
A detail analysis of bit maps which the algorithm has not been
successful with will also be important. The analysis can prove it will
be necessary to introduce few more calendar types. We suppose
that increasing the algorithm success rate will, from a certain level
on, require to consider some national specifics.

8. Conclusion and further development

The Slovak Railways use the algorithm basic version to ge-
nerate text descriptions in the information system to search for an
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Calendar type Not successful Round-a-year ´operates´ period
two ´operates´

period
´does not

operate´ period 
´operates daily´

period

Number / % 45 / 5.69 396 / 50.06 219 / 27.69 26 / 3.29 83 / 10.49 22 / 2.78

Aver. number of exceptions 171 5 0 2 4 5

Aver.number of letters in text 245 61 61 92 87 101

Min./max. number of letters 42 / 538 13 / 144 45 / 121 66 / 131 48 / 154 67 / 164

Calendars of the Slovak Railways trains. 791 calendars altogether, 10 (1.26%) with isolated days.

Calendar type Not successful Round-a-year ´operates´ period
two ´operates´

period
´does not

operate´ period 
´operates daily´

period

Number / % 155 / 11.46 631 / 46.67 341 / 25.22 65 / 4.81 96 / 7.10 64 / 4.73

Aver.number of exceptions 183 5 1 2 3 6

Aver.number of letters in text 295 59 68 92 85 116

Min./max. number of letters 45 / 585 13 / 146 45 / 155 65 / 159 48 / 142 63 / 174

Calendars of the Czech Railways trains. 1352 calendars altogether, 14 (1.04%) with isolated days:

Calendar type Not successful Round-a-year ´operates´ period
two ´operates´

period
´does not

operate´ period 
´operates daily´

period

Number / % 2282 / 10.67 7157 / 33.46 7240 / 33.85 3606 / 16.86 794 / 3.71 310 /1.45

Aver.number of exceptions 161 6 3 2 5 7

Aver.number of letters in text 223 61 80 92 95 113

Min./max. number of letters 36 / 770 13 / 158 45 / 176 62 / 196 46 / 174 62 / 204

Calendars of the complete MERITS database. 21 389 calendars altogether, 642 of them (3.00%) calendars with isolated days:
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optimal conection. The system called VIS has also been created
by our department. The algorithm results have been satisfactory, and
having implemented it, we gain priceless notices and impulses. 

Now we are preparing new and full-scale version of the algo-
rithm for VIS system. Further on, we suppose the algorithm imple-
mentation mainly with the ZONA and SENA information systems
for timetable construction, to generate the calendar description
texts for passenger timetables. 

We are rather surprised that, with respect to importance of the
problem, we don´t know about any similar algorithm, result or
research. Thus we will welcome any contact and possibility to
meet another approach and compare the results. 
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1. Introduction

Single wagon load traffic has been one of the basic offerings of
railway companies ever since the railways were created. Over more
than a century and a half, this product has undergone several
major phases. For almost 100 years there was a constant increase
in the volume of wagon loads transported. As road haulage began to
grow in the 1960s, the number of single wagon loads carried started
to decline. In the 1990s, the predominant view was that single
wagon load traffic had no future and would be completely super-
seded by combined transport. The last few years, however, have seen
a turning point, with interest in this service growing again, includ-
ing among private railway operators [5].

The client will choose single wagon load transportation when
he wants to dispatch one or several wagons at the time but does
not have enough quantity to fill a full train.

Logistically the system of single wagon load transportation is
comparable with a “hub and spoke system” (a system where all
goods are brought into a central point – the hub – for sorting and
are distributed out from the centre in all directions). It is a network
system which consists of customer sidings, stations and marshalling
yards [7]:
� If the customer has railway tracks, the operator will send a feeder

service to collect the wagons (and give the customer empty
wagons to fill). These are then hauled or pulled to a marshalling
yard (assembly point for the goods to compromise a wagon load). 

� If the client does not have railway track access, he will transport
the goods to a terminal by truck where the goods are loaded
onto a railway wagon and then brought to the marshalling yard. 

� In the marshalling yard further wagons (from other customers)
are added and the train is built up for departure to the next hub
/ marshalling yard in the network. All departures within the
network are scheduled and depart at predefined times. 

� The wagons are transported from one hub/ marshalling yard to
another and wagons are added and taken away at each stop. 

� Once the wagon has reached the hub nearest to its destination,
it is taken off the train and is transported either by truck or by
track to the final destination. 

2. Specification of problems to be solved in system of
single wagon load transportation

As mentioned above, there are two main processes that exist
in the system of single wagon load transportation:
� Wagon transportation among the origin station, marshalling yards

and destination station,
� Sorting of wagons in marshalling yards.

The management and control of these processes have signifi-
cant influence on the client satisfaction and service efficiency. These
two processes cannot be organized independently because of their
interaction. Different problems can be detected during manage-
ment and planning of this system, because of complexity of both
processes:
� Location of “hubs” in the network,
� Allocation of railway stations (origin or destination) or private

sidings of a client to the hubs,
� Specifying a number of trains among marshalling yards (called

as direct long-distance trains) and trains that pick up the wagons
from origin stations and distribute the wagons to the destina-
tion stations (called local freight trains),

� Specifying the composition of direct long-distance trains – one-
block trains vs. block trains,

� Specifying routes of local freight trains,
� Specifying the composition of local freight trains,
� Organization of wagon sorting in marshalling yards,
� Developing sorting schemes for secondary sorting in connec-

tion to the formation of local freight trains.
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Different methods of operation research can be used to solve
the mentioned problems.

2.1 Location of “hubs” in the network and allocation 
of origin/destination stations

A single wagon load transportation system is a transportation
system, which has approximately the same number of primary
sources as number of customers and provides transport of carriages
between railway stations. Such a system is called “hub and spoke
system”. In this case, demands of customers form a matrix of yearly
flows of carriages from source railway stations to destination railway
stations. We denote this matrix as B � {bsj}, for s � S and j � J,
where S is a set of source railway stations and J denotes a set of
destination railway stations. The fact that the unit cost of trans-
portation is smaller when bigger bulks of items are transported,
approves concentration of flows between different pairs of source
and customer to stronger flows at least on a part of their way. This
flow concentration needs marshalling yards, in which transshipment
of transported items is performed and bigger bulks are formed or,
on the other hand, where bulks (direct trains) are split into smaller
groups (manipulating trains) designated to different destination
railway stations.

Contrary to the classical distribution systems, in which big
bulks leave a primary source, another situation emerges in this dis-
tribution system. Primary sources send relatively small bulks of
items and it is useful to concentrate them to bigger bulks in the
marshalling yards located near the sources and then to send these
bigger bulks to remote marshalling yards and to split them there
(see Fig. 1).

We restrict here to the system, in which a railway station is
assigned to only one marshalling yard and an exchange of the con-
signments between this station and other stations is done via the
assigned marshalling yard, as it is shown in Fig. 1. Furthermore,

we consider the general case, in which any origin station is simul-
taneously a destination station.

We do not make any difference between an origin station and
a destination station hereafter and we introduce in general the set
J� of railway stations. 

The matrix B gives by coefficients bsj the yearly volume of the
carriages, which are sent from the object s to the object j and it
gives by coefficients bjs the total yearly volume sent from the object
j to the object s. In the next section we try to model a symmetri-
cal many-to-many distribution system with a unique assignment of
customers to terminals.

Let us consider a case with a linear cost estimation function
with the unit cost e0 for transport of one item along the unit dis-
tance on the way from an origin railway station to a marshalling
yard or from a marshalling yard to a destination railway station.
Let us consider the unit cost e1 for transport of one item along the
unit distance on the way from one to other marshalling yards. Fur-
thermore we denote a set of possible terminal locations by the
symbol I, where each place i � I is associated with the yearly fixed
charge fi for building and performance of a terminal at the loca-
tion i and with the unit cost gi for transshipment of one unit in the
terminal. In accordance to the previous definition, we denote J�
the set of objects which mutually send carriages with the yearly
total amounts bsj from s � J� to j � J�. The symbol dij denotes
the distance between the locations i and j. Our objective is to
assign each sending or receipting object to exactly one terminal so
that the total yearly cost of the designed system is minimal. If we
denote by yi � {0, 1} for i � I the bivalent variable, which corre-
sponds to the decision if a marshalling yard will or will not be
built at the place i and if we introduce the variable zij � {0, 1} for
i � I a j � J�, which says if the station j will or will not be assigned
to the place i, than we can formulate the following mathematical
programming model of problem:

Minimise 

(1)

Subject to for j � 1, …, n, (2)

zij � yi for i � 1, …, m, j � 1, …, n, (3)

yi � {0, 1}   for i � 1, …, m, (4)

zij � {0, 1}  for i � 1, …, m, j � 1, …, n. (5)

The model belongs to discrete quadratic programmes due the
third term of (1). 
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Fig. 1 Scheme of hub and spoke system
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2.2 Application of computer simulation

By organization of wagon sorting and development of sorting
schemes for secondary sorting the usage of exact mathematical
techniques is considerably restricted because of the system com-
plexity and stochastic behavior. On the other hand, the classic
planning techniques use very simplified operation models, which
do not take into account stochastic behavior of the system and are
not able to provide the possibility of observation of independent
dynamic technological processes. Average values, standards and
expert’s knowledge are used instead. An only practicable way how
to reach the required level of results plausibility is to use the com-
puter simulation. The computer simulation can be used by checking
the ability of a marshalling yard to handle all inbound and out-
bound trains that were scheduled to terminate or originate there
according to the result gathered from solution of previous prob-
lems too.

The choice of a suitable simulation tool is very important in this
case. By simulation of processes in a marshalling yard it is neces-
sary to meet a certain detail of the model. We recommend the use
of microscopic simulation for this case. Thanks to this it will be
possible to simulate and consider all the trains, engines and wagons
movements, sorting of wagons on hump or classification lead,
“on-line” occupation of all the infrastructure parts and work of all
personnel. Detailed animation of the processes modeled is very
important in case of marshalling yard simulation too.

Another criterion for choice of a simulation tool is its propo-
sition of simulation run evaluation. Many types of railway-specific
statistics and protocols are needed by decision-making about ability
or non-ability of a marshalling yard to handle the processes planed,
e.g. use of switches, filling of classification tracks.

3. Realized parts of research

At present we are working on the solving of location-alloca-
tion problem and preparation of simulation models of marshalling
yards.

3.1 Tool for decision-making about hubs location

The tool for decision making about hubs location (see Fig. 2)
allows the user to compare various possibilities of hubs location,
which are based on a different set of input parameters. 

This tool works on the network of Slovakian cargo railways.
The input parameters, which can’t be changed by the user are the
distance matrix and the matrix of yearly flows of carriages from
source railway stations to destination railway stations. These para-
meters were obtained from the project [2]. 

Input parameters which can be changed by the user are fixed
cost for each marshaling yard candidate, cost for transshipment of
one wagon in terminal, locations of marshaling yards candidates,

unit transportation cost e0 and e1. These parameters values are
pre-set with the data from the project [2], but the user is allowed
to change it and obtain various solutions which depend on various
possible situations and scenarios. All adjusted parameters can be
saved to the text file and can be used for afterwards application.

Having set the parameters the problem can be solved. The
solving method based on the approximate linearization of the model
(1)-(5) and the Beta_is adaptation of the model is used [3]. This
solving method can provide the user with the solution in a very
short time and the quality of the solution is very high.

Having solved the problem the software allows the user to see
the solution on the map, where all the selected marshaling yards
are shown. After selecting the marshaling yard from the list or on
the map, all the stations allocated to the marshaling yard are
shown.

The solution can be saved in the Excel file format and can be
used for further application or comparison of various alternatives.

3.2 Application of described methods and techniques 
– model of single wagon load transportation in
Slovakia

Considering the specific requirements described in part 2.2,
we recommend to use the Villon simulation tool for this purpose.
Up to now the simulation models of many marshalling yards have
been built with the help of Villon. We can mention especially the
following marshalling yards: Wien Zvbf, Linz Ost Vbf, Hamburg
Alte Süderelbe, Basel SBB RB I and Lausanne Triage. Experts from
Austria, Germany [6], Switzerland [4] and China have already
measured the qualities and properties of Villon. The Villon simu-
lation tool was developed in cooperation of the University of Zilina,
Faculty of Management Science and Informatics and SIMCON
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Fig. 2 Screenshot of tool for hubs location
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s.r.o. Zilina. More about the properties of Villon simulation tool
can be found in [1].

The construction of a simulation model of Bratislava východ
marshalling yard has already started. Bratislava vychod marshalling
yard is the most important marshalling yard in the Slovak railway
network. It is located in Bratislava railway junction, close to Hun-
garian and Austrian borders. This marshalling yard can be used as
a hub for about 12 000 km2 and about 900 km of lines.

The work on the model development can be divided to several
phases:
1. defining the input data – collecting, processing and analyzing

the station data,
2. creation of an infrastructure model,
3. creation of a dynamic operation model,
4. experimenting with the simulation model,
5. analysis of the experiment results

Phases 1 and 2 have already been finished. Fig. 3 shows the
infrastructure model of Bratislava vychod marshalling yard. Phase
3 has started but the work does not continue at present. Until now
all the important data about personnel and engines have been

defined in the dynamic simulation model. It is necessary to wait
for the results from the design of hubs networks and determina-
tion of numbers and routes of freight trains. Thanks to these result
we will have important information about freight trains timetable,
primary sorting schemes and secondary sorting schemes. Then,
phase 3 can continue.

4. Conclusion

Single wagon load transportation is a very flexible system which
gives the customer full adaptability in terms of dispatch volatility.
Basically the client can choose how many wagons he wants to dis-
patch. From one day to another the quantity of dispatched wagons
can vary. He can decide when to load the wagons, which is a major
benefit to the trucks which very often use a time slot loading system
with penalties if they cannot dock at the right time. As the routes
are fixed in advance, the customer can as soon as he needs to, add
wagons to a train.

With an annual freight volume of around 100 billion tkm, single
wagon load transportation accounts for approximately 50% of
Europe’s total rail market. This kind of transport is a crucial supply
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Fig. 3 Detail of infrastructure model of Bratislava vychod marshalling yard
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chain element for Europe’s predominantly midsized and geograph-
ically dispersed industry and agriculture [7].

We described the tools that can be used and that are devel-
oping to reach acceptable results in field of effective and compet-
itive single wagon load transportation. The software developed for
solving the location-allocation problem will be used not only for
designing hubs networks and determining numbers and routes of
freight trains. We assume that it would be possible to use it for the

evaluation of different models of the infrastructure charging system
and their influence to the costs and revenues of single wagon load
service.
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