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Decomposition Analysis of Greenhouse Gas Emissions
in the European Union Based on Its Sectoral Structure

Magdaléna DRASTICHOWVA

Abstract

Climate change is a serious threat to sustainaleleelopment (SD). A Decom-
position Analysis (DA) of the data on Greenhouse GHG) emissions in the
European Union (EU) in 2008 — 2014 was carried ugihg the Log-Mean Divisia
Index Method (LMDI). To detect the factors behieftdupling of GHG emissions
from Gross Value Added (GVA) in the EU-28, char@feSHG emissions were
divided into three effects. The negative intereffigct showed the highest absolute
magnitude in the overall period 2008 — 2014 andtthe partial periods 2008 —
2011 and 2011 — 2014. The composition effect adfymed reduce GHG emissions,
but to a lesser extent. The scale effect boost¥dares of GHG emissions except
for two years, 2009 and 2012, which was relateth® effects of the economic
crisis. Transportation and storage along with the Agrictatuforestry and fishing
activities should be addressed more significamtlseiation to GHG emissions.

Keywords: Climate Change, Decomposition Analysis (DA), Euaopenion (EU),
Greenhouse Gas (GHG) Emissions, Gross Value Ada¥d), Kyoto Protocol,
Log-Mean Divisia Index Method (LMDI), SustainablevM@lopment (SD)
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Introduction

Climate change has become one of the most urdebalgenvironmental
problems (Brizga, Feng and Hubacek, 2013). Accgigjrt represents a signifi-
cant threat to sustainable development (SD). Thensfic community has
agreed that man-made GHG emissions are the donuaase of Earth’s average
temperature increases over the past 250 years (IRQL2). In response to cli-
mate change, it is necessary to reduce GHG emgssis it was indicated
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above, these issues are related to the concepD.ofB is a global challenge
which requires a progressive transformation of eotas (Hediger, 2006). Ac-
cording to the most quoted definition of the Wo@ldmmission on Environment
and Development (WCED, 1987), SD is development theets the needs of
the present without compromising the ability ofuiiet generations to meet their
own needs. SD represents a vision of progress whielgrates short-term and
longer-term objectives, local and global actiorg aegards social, economic and
environmental issues as inseparable and interdeperm@dmponents of human
progress (European Commission, 2015). At the E¢lJethe EU Sustainable
Development Strategy (EU SDS) was launched in 2084 renewed in 2006.
The themes of the EU SDS cover the economic, soemlironmental, global
and institutional dimension of SD, but these dinems also overlap in particu-
lar themes. In terms of the EU SDS, climate chaagederstood as an unsus-
tainable trend (Commission of the European Comries;it2001). The sixth
theme entitled Climate Change and Energy is diyeeflated to the issue and
challenges of climate change. Its aim is to lininate change and its costs and
negative effects to society and the environmentd&at, 2017a).

The concept of decoupling environmental presstom feconomic develop-
ment is the crucial form of putting the conceptSk into operation. This con-
ception refers to breaking the links between twaakdes, often referred to as the
driving force, particularly economic growth expredgsn terms of GDP or GVA,
and the environmental pressures, such as the usgwél resources and the gene-
ration of waste/pollutants. Absolute decouplinguwsavhen environmental varia-
ble is stable or decreasing while the economicigmggeowing. Decoupling is rela-
tive when the environmental variable is growing, &ua lower rate than the eco-
nomic variable (OECD, 2002). To investigate thadeszbehind the development
of GHG emissions in the EU economy, a Decomposifinalysis (DA) is used
in this paper. The aim of the paper is to discaf/@ecoupling of GHG emis-
sions from Gross Value Added (GVA) in the EU-28te period 2008 — 2014
took place and to detect the extent of influencthefselected factors, i.e. drivers
of the development. Accordingly, the analysis isdzhon an investigation of the
development of GVA and GHG emissions of the maai@s and their activities
in the EU-28.

1. Theoretical Background and Literature Review

This section introduces DA and its applicationhaé more detailed focus
on the area of GHG emissions. The literature rewsewtains the relevant ap-
proaches applied in the analysis.
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The two dominant methods used for DA are Strutegomposition Analy-
sis (SDA), which is based on Input-Output (I-O) ratsd and Index Decomposi-
tion Analysis (IDA). Hoekstra and van den BerghQ2Ppresented a comparison
between these two methods. IDA is based on theofiggdex number theory
(concept) in decomposition. Although IDA model istrcapable of capturing
indirect demand effects, its advantage is thaart lse used to analyse any avail-
able data at any level of aggregation (Ma and S&968; Zhang, Mu and Ning,
2009) and is less data intensive. However, it $&© #ss detailed since indirect
inter-industry effects are not reported (Wood ardaen, 2009). The Laspeyres
index and the Divisia index are the most commorgpliad methods in IDA
(Wang, Chen and Zou, 2005).

Sun (1998), Ang and Zhang (2000) and Ang (200dyided an overview of
IDA methodologies. A literature survey of IDA stediis presented in Ang and
Zhang (2000) and a comparison and evaluation of fe&hods in Ang (2004).
DA, and particularly IDA, have become widely acesptanalytical tools for
policymaking on national energy and environmergsiies (Ang, 2004). Accord-
ing to Ang and Zhang (2000), the survey in 199tetisa total of 51 studies and
since then, new studies and new decomposition rdstihave been reported.
Ang along with other authors have produced a snbataamount of literature on
IDA for energy use and environmental emissions. (&g and Liu, 2001; Ang
and Zhang, 2000). Overall, IDA has also become eduligool in energy and
environmental analysis in general (Ang and Zha®§02 and as a part of such
analysis also one of the common methods for amalgéehe emissions trends
(&asny and Tsuchimoto, 2011) including £@nission topics. In particular, as
climate change and GHG emissions became a glota¢ i the 1990s, IDA
was first extended from energy consumption to enestated CQ emission
studies in 1991. Since then many studies have t&eied out for various coun-
tries and emission sectors.

Xu and Ang (2013) conducted a comprehensive titeeasurvey and re-
vealed the relative contributions of the key effeah changes in aggregate car-
bon intensity by emission sector and by countryngeoning IDA methodology,
decomposition models for analysing emission chaageslightly more complex
than those for changes in energy consumption. N&mrs are normally inclu-
ded in the IDA identity and a larger dataset isagalty required. Thus, IDA
became a useful analytical tool for studying theeais of changes in CCemis-
sions (Xu and Ang, 2013). Moreover, Xu and Ang @0doncluded that changes
in energy intensity were generally the key drivércbanges in the aggregate
carbon intensity in most sectors and countrieanast cases, they contributed
to decreases in the aggregate carbon intensitgndrgy intensity is taken as
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a proxy for energy efficiency, improvements in gyeefficiency have been the

main driver of decreases in the aggregate carbmmsity for most sectors in

most countries. The contribution of changes inabiivity structure and those in

the carbon factor have been less significant. Wtiikyre were some uniform

patterns among countries with respect to the uyiderldevelopment of the

aggregate carbon intensity, there were also disgmriwhich led to differences

in development among countries. This has implicetitor future development

of CO, emissions, especially of the developing countiié®mse conclusions also
indicate that to reduce growth in future £€missions, countries should focus
more on the activity structure and carbon factor.

A number of studies have used IDA for analysingrgy intensity and con-
sumption (Ang, 2005; Cornillie and Fankhauser, 20Ddro and Padilla, 2011;
Hatzigeorgiou, Polatidis and Haralambopoulos, 20@8jder and de Groot,
2013; Shahiduzzaman and Alam, 2013; Zha, Zhou and,2009) and GHG
emissions (Agnolucci et al., 2009; Brizga, Feng &hdacek, 2013; Ang and
Zhang, 1999; Diakoulaki and Mandaraka, 2007; Fetuipacek and Guan, 2009;
Hubacek, Feng and Chen, 2012; Lee and Oh, 200&; P806; Lofgren and
Muller, 2010; Paul and Bhattacharya, 2004; WangerCand Zou, 2005; Wu,
Kaneko and Matsuoka, 2005; Zhang et al., 2013gargd number of the studies
were focused on Asia, especially on China. It ipantant to introduce several
of them in order to understand the factors behimahges of GHG emissions,
including their effects in different stages of depeent. Feng, Hubacek and
Guan (2009) used the IPAT mod#&PAT equation: Impact (I) =Population (P)
x Affluence (A) x Technology (Jjor China to analyse how these main drivers
contributed to the growth of GGemissions, representiigipact over 1952 —
20027 Affluence or lifestyle change has been variouslyognized as one of the
crucial factors contributing to G&missions. The main driving forces of chan-
ges in CQemissions in the prereform period shifted betwgapulation growth,

a growing level of affluence, and changes in indaisstructure. At later stages,
the improvement in the emission intensity startiésetting some of the increases
in CO, emissions caused by the other drivers. Wang, @ndnZou (2005) ana-
lysed the change in aggregated ;@&missions in China in the period 1957 —
2000 based on the LMDI method. They showed thah&hias achieved a con-
siderable decrease in its €émissions mainly due to improved energy intensity.
Fuel switching and renewable energy penetration héd positive effects on
the decrease in GCGemissions. By means of IDA, Wu, Kaneko and Matsuok
(2005) revealed that trends in energy-related, @dissions in China in the

! The IPAT identity based upon IDA allows identifgitthe relationship between the driving
forces and environmental impacts (Hubacek, FengCirah, 2012; York, Rosa and Dietz, 2003).
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1980s were driven by a trade-off between the p@sisectoral-specific scale
effects, including the activity intensity effectdamctivity size effect, and the
negative energy intensity effects. Structural cleaagcounted for only a small
portion. Zhang et al. (2013) analysed the statud@femissions from electricity
generation in China in 1991 — 2009. The authordiegpthe LMDI approach to
find the essence of the factors influencing changeSO, emissions. The eco-
nomic activity effect was the most important cdmitor towards increasing GO
emissions from electricity generation.

Lee and Oh (2006) decomposed changes in €fissions in Asia Pacific
Economic Cooperation (APEC) countries in 1980 —8188ing the LMDI ap-
proach. They concluded that the growth in GDP peita and population are the
two dominant contributors to the increase in,@missions in most cases. Effi-
ciency improvements in energy and fuel substitutontributed to decreases in
CO, emissions in APEC. The complete DA as originaliggmsed by Sun (1998)
was also carried out by Lise (2006) to detect wtotlthe factors, i.e. scale,
composition, energy and carbon intensity, explhg¢hanges in C@&@missions
in Turkey in 1980 — 2003. Pursuant to the scalecgffa decoupling of carbon
emissions and economic growth did not take plac@urkey over this period.
Accordingly, as is common to relatively fast grogieconomies, the biggest
contributor to the rise in COemissions was the expansion of the economy,
i.e. the scale effect. The energy intensity ofébenomy, which was decreasing,
was responsible for a modest reduction in, @issions. The composition of
the economy and the carbon intensity also congtbhub the increase in GO
emissions. Paul and Bhattacharya (2004) referrédetanajor economic sectors
of India in the period 1980 — 1996 and aimed antifigng the factors that have
influenced changes in the level of energy-relat€d, Emissions. By means
of DA, the observed changes are analysed in tefirfour factors (effects),
i.e. pollution coefficient, energy intensity, sttui@l changes and economic acti-
vity. Economic growth had the largest positive efffen changes in C&mis-
sions in all the major economic sectors. Emissioh<O, in industrial and
transport sectors showed a decreasing trend duepimved energy efficiency
and fuel switching.

Brizga, Feng and Hubacek, (2013) provided detaitathtry-by-country ana-
lyses determining factors for changes of ,@&missions in post-Soviet republics
by applying a disaggregated version of the commasd IPAT IDA including
energy intensity, affluence industrialization, eyemix, carbon intensity and
population. According to the authors, these facpiayed different roles during
different stages of economic development. Durirgeaod of economic growth,
affluence boosts emissions that are only partlypmmated by decreasing energy
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intensity. On the other hand, during an econongession the emission decrease
is predominantly driven by decrease of affluencevel$ as of the share of fossil
fuels. Ang and Zhang (1999) described the use efddgcomposition technique
for comparing energy-related G@&mission levels in three OECD and three world
regions. The LMDI approach was applied. The retatimportance of contribu-
tions associated with fuel share, aggregate enatggsity, income, and popula-
tion depends on the regions compared.

The last part of the literature review is focusedthe EU and its countries to
which DA was applied. Diakoulaki and Mandaraka (20@xamined energy
related CQ emissions in the manufacturing sector in 14 EUntges. This pa-
per comparatively evaluated the progress made EUW4ountries in decoupling
of emissions from industrial growth in the periof90 — 2003. The refined
Laspeyres model was used to detect the impactvef dixplanatory factors,
i.e. output, energy intensity, structure, fuel maxd utility mix. It is concluded
that most EU countries made a considerable bualm@tys sufficient decoupling
effort, while no significant acceleration was ob®er in the period following the
agreement on Kyoto Protocol. The actions to redDGg emissions were not
always sufficient to decouple emissions from indakgrowth. The authors also
found out that the decrease in industrial energgnisity and the shift towards
cleaner energy forms in electricity generation higneegreatest beneficial impact
on the decoupling process. A description and agiptin of DA to CQ emis-
sions in Germany can be found in Seibel (2003)zigabrgiou, Polatidis and
Haralambopoulos (2008) carried out a DA on enegjgted CQ emissions in
Greece from 1990 to 2002. The Arithmetic Mean Daviedex (AMDI) and the
LMDI techniques were applied and changes in, €EQissions were decomposed
into four factors: income effect, energy intenstiyect, fuel share effect, and
population effect. The authors showed that the dgggontributor to the rise in
CO, emissions in Greece is the income effect. On timdrary, the energy inten-
sity effect is mainly responsible for the decrems€0, emissions. Léfgren and
Muller (2010) carried out a DA to identify the ders of CQ emissions change
in the Swedish business and industry sectors ipé¢ned 1993 — 2006. Overall,
the energy intensity decreased, but this does e®mnsto have been very im-
portant for reducing emissions. Fuel substitutiearnss to have been more im-
portant. At the sectoral level, no clear patterrthaf effect of fuel substitution
and energy intensity on emissions was detected.

According to Agnolucci et al. (2009), the crucadpect for a society that
seeks to contribute to climate change mitigationthie difference between
achieving reduced carbon emissions through highergy prices, behaviour
change involving energy conservation and lower egoa growth, or through
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a higher growth society in which a significant pafrthis growth is required for
investment in low-carbon energy supply. Finallye tlesults of the crucial study
in this field cannot be left unmentioned (Kisielewiet al., 2016). The authors
applied two complementary analyses that decompdisedchanges in GHG
emissions to identify the relative significance different drivers. The first
method provided a detailed sectoral analysis, am@ation of the relative sig-
nificance of different types of renewable energyl dhne use of specific time
frames to reflect the entry into force of specffiglicies. The second approach
involved the use of an IDA and the World I-O Datsdvéo analyse a larger num-
ber of economic sectors and to investigate the ablstructural changes in the
economy in the evolution of the EU’'s GHG emissiofise same conclusion was
drawn from the two analyses, i.e. there was a data@uof economic growth
from GHG emissions in the EU during the period 192912, which was mainly
driven by technological improvements. GHG emissiditsnot rise in line with
the economic growth experienced during the per@2bt- 2008.

The results of the aforementioned papers insghledanalysis carried out in
this paper, which is focused on the EU-28. Overaian be concluded that the
output/income, emission intensity and the structfrthe economy/sectors were
in particular forms used in all the papers. Usingse three factors in the DA in
this work is thus justified. Finally, this work msed on two previous papers by
the author applying an IDA and the LMDI (Drastichpw016; 2017), where
a similar methodology was applied to the Domestiatdvial Consumption
(DMC) and GHG emissions in the EU-28 respectivélgwever, the structure
of the EU based on its countries, not NACE acegeitiwas used to determine
the composition effect. GVA is used in this papestéad of GDP, which was
used in the previous one, to reflect the produtth®analysed sectors and their
activities.

2. Data and Methodology

In this section the source of data used, the @idis applied and the IDA
methodology applied in this paper are introduced.

2.1. Foundation of the Data Used

The EU-28 as a whole and its sectoral structuthdssubject of the analysis.
All the data applied were extracted from Euros&l{b). NACE Rev. 2 classi-
fication of economic activities is used to defimelustry breakdowns for both
the economic and the environmental variable, i.¥AGind GHG emissions
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respectively. As the detailed classification provided for theseiables differs,
21 main activities A — U are used in the analy&BklG emissions include GO
N,O in CQ equivalent and CHHin CO, equivalent. The units used are tonnes.

GVA in chain linked volumes (reference years: 2@l 2010) in million
euro is used as the economic variable represetitengconomic activity. Chain-
linked level series are obtained by successiveplyapy previous year’s price’s
growth rates to the current price figure of a sfieceference year, particularly
2005 and 2010. The choice of appropriate indicat@conomic activity is chal-
lenging. The problematic aspects that needs toonsidered when using the
variable of the economic activity in chain linkedlwmes is that chain-linking
involves the loss of additivity for all years extéjpe reference year and the di-
rectly following year, as these are the only pesiexpressed in prices of the
reference year.

However, in percentage terms, the deviations ketwee provided aggre-
gates for the EU-28 and the sums calculated fomitladed activities A — U are
low. Therefore, the results of the analysis calh Isé regarded as reliable. In
each monitored year, they are lower than 0.5%. Righest deviation was
reached in 2013 for both GVA indicators (0.363% arB4% for the 2005 and
2010 reference year respectively). Both GVA indicsitare applied in the DA,
as the deviations for each of them differ in pafaic years. This is consistent
with the definition of such a kind of indicator tha expressed in chain linked
volumes.

2.2. Index Decomposition Analysis Methodology

DA explains the channels through which certaintdiesc affect a variable
(Seasny and Tsuchimoto, 2011). Accordingly, the déferfactors need to be
identified, whereas this is fully a case-specifisue (Vehmas, Luukkanen and
Pihlajamaki, 2008). As it was already indicatea fimplicity and flexibility of
IDA methodology make it easy to be adopted in catapa to the SDA where I-O
tables are required (Ang, 2004). Any DA starts wiith creation of an equation by
means of which the relations between a dependetabl@ and several factors
(“underlying causes”) are defined. In this equatite product of all the factors
has to be equal to the variable, the change oftwisi@nalysed in the DA (see
more in Drastichova, 2016).

2 NACE (Statistical classification of economic adii®s in the European Communities) is the
acronym used to designate the various statistieabkifications of economic activities developed
since 1970 in the EU. It provides the framework doilecting and presenting a large range of
statistical data according to economic activitythie fields of economic statistics, e.g. production,
employment, national accounts, and in other siegisiomains (European Communities, 2008).
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The factors choice should be determined by theegiial model. In the
analysis of this paper, the environmentally relatadable represented by the
GHG emissions is decomposed into three factors;iwdifect its development.

Firstly, thescale or activity factor(Y), measures the change in the aggregate
(GHG emissions) associated with a change in theativextent of the activity,
i.e. the GVA.

The secondgompaosition or structure facton(S), is related to changes in the
structure of the economy, i.e. the change in thgreagate (GHG emissions)
linked to the change in the mix of the activity $yb-category. The 21 NACE
activities are used to determine the structurédefEU economy.

Thirdly, intensity or technique factofl) expresses the emissions intensity of
a partial/sectoral production (based on the 2lvities) to produce a unit of an
output. More generally, it is the change in theraggte associated with changes
of the environmental intensities in the sub-catigo(Sasny and Tsuchimoto,
2011).

To quantify the impacts of the changes of theoiacbn the aggregate, various
decomposition methods can be formulated in the dvaonk of an IDA (see also
section 1). The two most important decompositigoregches include the methods
based on the Divisia index including the LMDI ahdge based on the Laspeyres
index. For both categories, a DA can be perfornutitiely or multiplicatively
and the choice between the two is arbitrary. Inrthétiplicative decomposition
theratio change of an aggregate and in the additive appritgdifferencechange
is decomposed (Ang, 2004). The differences lieaseeof result presentation and
interpretation (Ang and Zhang, 2000). The multgdice LMDI | also possesses
the additive property in the log form. The LMDI 4 recommended for general
application (see more in (Drastichova, 2016; 2@ it is applied in this paper.
This approach has time-reversal and factor revgnsgberties, leaves no resi-
duals (the property of perfect decomposition), ead address the zero values in
the dataset (Ang, 2004). The logarithmic mdgrof two positive numbens andy
is defined as:

y=x

In(yj
X
Based on &sny and Tsuchimoto (2011) and Ang and Zhang (200@)

guantitative foundation of the applied IDA usingethMDI is presented by

Equations (2) — (9). In general, the formulas for multiplicative and the addi-
tive LMDI decomposition are expressed by Eq. (2) €8) respectively:

L(xy)= ; If x2 y, otherwise [ x Y= (1)
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a == EaX EgX Egx. X E, @
DB =B~ =DE+AE,+AE . +AE, @

Equations (2) and (3) show that the total envirental effect i) from
period O to period is generally decomposed imidactors wherds,, denotes the
contribution ofk" factor to the change in the total environmenttgaffrom 0 to
T. Ewindicates the change of the variable whose facbchange are analysed.
E: is the value of variable at timeandE; is the value in time 0. The following
methodology description is related to the additiDI| decomposition because
this is applied in the analysis due to its featuned simple application and inter-
pretation. Within the framework of the three-facidh, Ey is divided into the
activity effect E,¢), the structure effecEf;) and the intensity effecif,) which
is indicated by Eq. (4):

AEtotal = ET - ED :AEclct-'-A Estr-'-A E‘nt (4)

Applying the three factor DA, the above explaitiecte effects are calculated
as follows:

AE,. =(iL( E° E")*In @_Z (5)
AE,, =(iL( E% EN)*In (2— (6)
AE,, =[§L(E°; £')*In ['I— 7)

where symbolsy, S | indicate the activity (scale), structure (comgosit and
intensity effect respectively. The form of the wadles applied in the analysis,
i.e. the meaning of, S | in the second parts of the Eq. (5) — (7), is érgld in
Table 1.

The first part of these equations expresses tiarithmic mean according to
the Eq. (1), particularly:

0. Ty — EiT_EiO
L& E) e e ®)

For applying the IDA to the relationships betw&HAG emissions and GVA,
the variables and formulas are described in Table 1
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Table 1
Description of Variables and Formulas Used in the Bcomposition Analysis

Formula Indication Description

n Greenhouse gases | The total effect: the total change of GHGs in EY-G8IG =
GHG = ZGHG (CO,, N;O and CH | the sum of GHG emissions in 21 NACE activitiest{innes,
= in COequiv.) in periodt).

N The scale (activity) effect: the effect of changesverall GVA
GVA= ZGVA Scale effect (Y) (the sum of all activities) on the change in GHGYA;: GVA

= of thei-th activity (sector); GVA: overall GVA of the engi
EU-28 economy.

A GVA Composition effect | The composition (structure) effect: the effect looges in the
' GVA (S) GVA structure according to the 21 NACE activitiesthe GHG.
GHG,

= Intensity effect (l) The intensity effect: the effect of changes in Gid@nsities in
GVA the 21 NACE activities on the GHGs.

Source:Own elaboration.

To sum up the previous findings, the additive 1Dging the LMDI applied
in this is based on the formula indicated by Eg. T9e total GHG emissions in
the EU in time periodare split into three components:

GVA , , GHG
GVA ' GVA

AtGHG=2Y+ S+ | =ZA[ GVA A (9)
i=1 i

whereas all the components of Eq. (9) are desciitddble 1 ( — the NACE

activity (sector)t — the period). The formula was explained in Eq~%8) using

the LMDI. The analysis is aimed at the EU and tinecture effect is based on

the structure of the activities (sectors) in theQ¥Aclassification.

3. Results of the Analysis

Firstly, the development of the overall GHG enassi and GVA, and in the
particular NACE activities included are analysedb&quently, the results of
the LMDI decomposition of GHG emissions in the B¥ presented.

3.1. Development of GHG Emissions and GVA in the EU

The development of total GVA and GHG emissionthanEU-28 is displayed
in Figure 1. The GVA indicator based on the refeespear 2005 is particularly
used, however, the results are similar for both Ghdicators (the differences in
growth rates are marginal). In the overall monitoperiod 2008 — 2014, abso-
lute decoupling occurred, i.e. GVA increased (09%®land GHG emissions
decreased (—15.847%).
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However, the negative correlation in the overalligd cannot be confirmed.
The correlation coefficientr] was low (—0.151). On the other hand, in period
2009 - 2014, the negative correlation is visible=(—0.713) and it is even
stronger in the period 2010 — 2014=(—0.861).

As regards particular years, both GVA and GHG eased in 2009 and 2012,
while the drop in GHG emissions surpassed that\oA @ecreases of —8.944%
(2009) and —2.052% (2012) for GHG in relation teréases of —4.384% (2009)
and —0.385% (2012) for GVA)). In 2010, relative degling occurred when
GVA increased by 2.190% and GHG emissions by 1.9089%olute decoupling
took place in the remaining three years, i.e. 2@01.3 and 2014, when GHG
emissions dropped along with simultaneous increas€VA. In 2013, the in-
crease in GVA was very slight, i.e. 0.231% anddkeline in GHGs was rela-
tively high, i.e. —=3.020%. In 2011 and 2014, GVAogth rates exceeded 1%
(1.701% and 1.674% respectively) and they were rapanied with lower de-
creases in emissions (—2.046% and —2.534% reselgtihan the decrease of
2013.

Figure 1

GHG Emissions (bn. tonnes of C@equivalent), GVA in Chain Linked Volumes
(2005; bn. euro), EU-28, 2008 — 2014
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Source:Eurostat (2017b); own elaboration.

The shares of particular activities in total GVAdaGHG emissions showed
different magnitudes. The activities with the lotvasd highest shares in both of
them are indicated in Table 2 using the percensigees of the variables for
particular activities in the sums of the variabl@he manufacturing sector
showed the highest share in GVA in all the monioyears (over 15% in all the



810

years for both GVA variables, except for GVA (2010)2009, which showed
14.437%). Activities of extraterritorial organisais and bodies showed the
shares very close to zero, while those of the reimgiones included in Table 2,
representing the activities with the lowest shameGVA, were below 1% in all
the monitored years.

As regards the shares of the particular NACE ai&s/in GHG emissions, all
the activities included in Table 2 as those with lbwest shares, did not exceed
0.3% in each year of the monitored period. Theeshaf the first three sectors
(Table 2) were even lower than 0.2% of the oveBMIG emissions, while the
very first of them, i.e. Activities of extraterrifal organisations and bodies,
showed a value close to zero. Transportation aochge showed the fourth
highest percentage share in GHG emissions in allydars except for the first
monitored year, 2008, when the share of Agricultfimeestry and fishing was
slightly lower (12.548%). In all the remaining ysathe shares of both sectors
surpassed 13% and the shares of Agriculture, fgrestd fishing were even
above 14% in the last two monitored years 2013281t Other activities with
relatively high shares should also be mentionedteWsupply; sewerage, waste
management and remediation activities had shamsd® except for 2013 and
2014 when the shares decreased to just over 4.98tndviand quarrying along
with Wholesale and retail trade; repair of motonigkes and motorcycles showed
shares above 2% in all the monitored years, exXoephe latter in 2008, when it
achieved 1.977%. Construction showed shares ab@vénlall the monitored
years. All the remaining activities had shares kiGzemissions lower than 1%.

Table 2

The NACE Activities with the Lowest and Highest Shees in GVA in Chain Linked
Volumes (2005, 2010) and GHG Emissions, EU-28, 2002014

GVA GHG

Lowest | Activities of extraterritorial organisa-| Activities of extraterritorial organisations anddies
shares | tions and bodies Activities of households as employers; undifferatsil
Activities of households as employers; goods- and services-producing activities of houkizho
undifferentiated goods- and serviceg- for own use;

-producing activities of households | Arts, entertainment and recreation;

for own use Financial and insurance activities;

Mining and quarrying Real estate activities;

Water supply; sewerage, waste maratformation and communication;

gement and remediation activities | Other service activities

Highest | Real estate activities (above 10%) | Transportation and storage (above 13%)
shares | Wholesale and retail trade; repair of| Agriculture, forestry and fishing (above 12%)

motor vehicles and motorcycles Manufacturing (above 23%)
(above 11%) Electricity, gas, steam and air conditioning supply
Manufacturing (above 14%) (above 32%)

Note The shares of activities in GVA and GHG emissiarisch were exceeded each year are indicated in
parentheses.

Source:Eurostat (2017b); own elaboration.
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It can also be concluded that while the Manufaeguisector showed the
highest shares in both GVA and GHG, Real Estatévities showed relatively
high shares in GVA, but relatively low shares in Gldmissions. It is also im-
portant to note that GHG emissions of all examiaetiivities decreased in period
2008 — 2014. The highest decreases occurred byitiesi of extraterritorial
organisations and bodies, whose overall GHG enmissave marginal, and by
Public administration and defence; compulsory daseaurity (both exceeding
27% in absolute values). Another three sectorsceitheir emissions by more
than 20%, particularly other service activitiesZd+722%), Mining and quarrying
(-21.426%) and Manufacturing (—20.562%). As Mantufidig is the sector that
produced one of the highest amounts of GHG emissibis decline is especial-
ly important. The decrease of emissions in Eletyrigas, steam and air condi-
tioning supply was also relatively high, i.e. —80%. Relatively low decreases
occurred in other two major GHG emitters, i.e. Bortation and storage
(—12.066%) and Agriculture, forestry and fishind.@G76%). Overall, the latter
activity showed the lowest decrease as comparedthers. In general, the
transport sector, which is an important produce@kfGs, seems to be problem-
atic with regard to the reduction of GHG emissionthe EU as well as in most
of its countries (see more in Drastichova, 2014).

3.2. Results of the Index Decomposition Analysis

To detect the factors of changes in GHG emissidgtisn the EU-28, an IDA
of GHG emissions was carried out. The results efllA applying the additive
form of LMDI to data of Eurostat (2017b) are presenin this subsection. The
total effect reflects the percentage change ofGhis emission indicator and
thus it showed the same magnitude for both GVAdattirs used. The applied
GVA indicator very slightly affected the divisionto three partial effects (the
differences are marginal). Firstly, the resultshaf year-by-year DA are presented
in Figures 2 and 3 applying GVA in chain linked wales in 2005 and 2010
prices respectively. The total effect was negativehe five years and it was
positive only in 2010, which is consistent with twenual GHG changes. How-
ever, in absolute values this change showed thedbwagnitude when com-
pared with the extent of this effect in other yedns2009, the highest annual
decrease of GHG emissions occurred which is relaietthe economic crisis.
In this year, not only the significant negativeemsity effect, but also the high
negative scale effect led to considerable drojé&GHG emissions. Moreover,
the composition effect was negative as well, butas relatively low.

The scale effect was negative only in 2009 an®201d the highest positive
changes occurred in 2010 and 2011 respectivelychwbomplies with annual
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changes in GVA (see subsection 3.1, Figure 1).ndlicated above, the huge
negative scale effect in 2009 significantly affectbe annual fall in GHG emis-
sions. The composition effect was positive onl2@10 and 2012 and the highest
negative effect occurred only in 2011 (for both GWU#dicators above 2% in
absolute values). The intensity effect was negatival the monitored years and
highest in magnitude in 2009, followed by 2014.

Figure 2

The Scale, Composition, Intensity and Total Effedn the Year-by-year DA of GHG
Emissions, EU-28, 2008 — 2014, %; GVA in Chain Linkd Volumes (2005) Used

-2,
14/13 -2,845
1,289%
-3,020%
13/12 -2,045%
-1,357% 0,382%
-2,052%,
12/11 -2,465‘% 0,712%
-0,299%
-2,046% |
-2,121% 1,809%
! 1,908%
10/09 -1,086% %oi 790%
2,204%
-8,944%
09/08 -0,378%
-9% -71% -5% -3% -1% 1% 3%
m Total Change =Intensity Effect = Composition Effect m Scale Effect

Source:Eurostat (2017b); own calculation.

For both GVA indicators, in the absolute valués, intensity effect surpassed
the composition effect in each year except for 2@hH the composition effect
exceeded the scale effect in three monitored y&&%1, 2012, and 2013). Fi-
gure 3 presents the results of the DA using GVa&hain linked volumes (2010)
as the indicator of economic activity. As compatedrigure 2, it can be seen
that the differences in the extent of the partidas in the year-by-year decom-
position are only marginal.
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Figure 3

The Scale, Composition, Intensity and Total Effedn the Year-by-year DA of GHG
Emissions, EU-28, 2008 — 2014, %; GVA in Chain Linkd Volumes (2010) Used

-2,534%
14/13 -2,8449
-0,9459 1,256%
-3,020%
13/12 "%-
-1,313% 0,338%
-2,052%
12/11 -2,4€ 5%%-0 309% 0,722%

11/10
1,716%
0 1,908%
10/09 -1,086% 0,863%
2,131%
-8,944% |
09/08 -4,207% -0,452%
-4,285%
-9% -1% -5% -3% -1% 1% 3%
m Total Change = Intensity Effect = Composition Effect m Scale Effect

Source:Eurostat (2017b); own calculation.

In the next step, the results of the DA in therallenonitored period 2008 —
2014 and the two partial periods 2008 — 2011 arid 202014 are presented in
Figure 4 using GVA in chain linked volumes (2008pan Figure 5 using GVA
in chain linked volumes (2010).

In a similar way to the year-by-year decompositire differences between
the results for the two GVA indicators applied ardy marginal. For both GVA
indicators and all three monitored periods, theohlte values of the composi-
tion and intensity effect surpassed those of tladeseffect, while the intensity
effect showed the highest absolute magnitude anhalll the periods.

Using GVA with the reference year 2005, slightbwer intensity effects
in absolute values were obtained, but this is lyavillible in Figures 4 and 5
because the difference is minor. The other paefifeicts showed higher levels
for GVA using the reference year 2005 except fer shale effect in the period
2008 — 2011.
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Figure 4

The Scale, Composition, Intensity and Total Effedn the DA of GHG Emissions
in the Periods, EU-28, %; 2008 — 2014; 2008 — 202011 — 2014, GVA in Chain

Linked Volumes (2005) Used

205 0766%  1,339%

[
L
-0,531% 3 %-1,647%
31010 1:585%

-6,989%-7,109%

-8%

-7,417%
-9,105%
-13,511%
-18% -15,847%
Scale Effect Composition Effect Intensity Effect ToBilange
14/08 m11/08 m14/11

Source:Eurostat (2017b); own calculation.

Figure 5

The Scale, Composition, Intensity and Total Effedn the DA of GHG Emissions
in the Periods, EU-28, %; 2008 — 2014; 2008 — 202011 — 2014, GVA in Chain
Linked Volumes (2010) Used

2%  0,605% 1,254%

.,
e .
-0,615% -1,5% -1,562%
-2,939%

-6,99% -7,109%

-8%

-1,417%
-9,105%
-13,513%
-18% -15,847%
Scale Effect Composition Effect Intensity Effect ToBilange

14/08 m11/08 m14/11

Source:Eurostat (2017b); own calculation.

It can be concluded that except for the periogc#fd by the recession, the
scale effect predominantly led to an increase if3&Hnissions, while both the
composition and especially the intensity effecttietheir decrease. The relatively
high magnitude of the intensity effect significgr#ihcouraged decreases in GHG
emissions. Thus, a negative total effect was aellien the overall as well as in
both partial monitored periods. Accordingly, abseldecoupling took place in
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the overall monitored period and in the secondigdaperiod when GVA in-
creased and GHG emissions dropped. In the firsiapgeriod GVA decreased
as well, due to a significant drop in GHG emissiam2009, which was rein-
forced by the economic crisis and recession. Theldpment trends comply
with the studies introduced in the literature rexie

Accordingly, it was also detected that in the tioileeconomic problems or
slow economic growth the GHG emissions decrease mignificantly than in
the time of rapid economic growth. These findingsply with Brizga, Feng
and Hubacek (2013). These conclusions are alsdasitoi Drastichova (2016;
2017), but they are deeper. Several recommendatamalso be derived, i.e. the
EU, national authorities and other authoritieslgater level as well) should de-
velop and apply policies and strategies to furér@rance the negative intensity
effect. Moreover, it results from the analysis, tcary to the findings from Dras-
tichova (2016; 2017) that the negative compositfiect plays the important
role as well and therefore, it should by appropfiaidvanced. It means that
composition of the EU does not play a significaslerregarding the structure
based on the countries but the structure of econoasgd on the sectors and
their activities plays an important role. The geeadttention should be paid to
the sectors generating high amount of emissions empeecially to those, in
which the GHG emissions decreases were relativelied, particularly Trans-
portation and storage and Agriculture, forestry fsking.

These conclusions can also be linked to thoseséléwicz et al. (2016). As
indicated in section 1, they revealed that techgiold improvements and the
deployment of low-carbon technologies were the naterminants behind the
emissions reduction which has occurred since 198% study also indicated
that the shift towards less carbon-intensive ecaa@®actors, such as from in-
dustry to services, had in fact a limited impact @t emissions. There was
a shift in the economy towards less carbon-intenggctors within Member
States. This means that, within a country, strattechanges in the economy
contribute to decreases in emissions. HoweveheaEU level, this effect was
offset by a shift of output within the EU towardsuatries which have a higher
emission-intensity. This reflects “between-courdtguctural effects”. Neverthe-
less, the results of the IDA carried out in thipgrain the monitored period 2008
— 2014 confirmed that at the EU level the negatimaposition (structural) effect
contributed to decreases in GHG emissions, incydioth partial periods. Fol-
lowing the results of subsection 3.1, it must beleasised that GVA decreased
in the monitored period most significantly in Migimnd quarrying (-23.361%),
followed by Construction (-16.867%). GVAs of thbet GHG-intensive sectors
decreased as well. This is especially the cas&lstricity, gas, steam and air
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conditioning supply (—2.749%), Manufacturing (—128€), Agriculture forestry

and fishing (—=0.434%), and Transportation and g®ia4.423%). Nevertheless,
the GVA of Water supply; sewerage, waste managear@htremediation activi-

ties, which is the sector with the fifth highest GHmissions in 2014, slightly
increased (3.488%). On the other hand, GVAs ofvir@ous services predomi-
nantly increased. The highest increases occurrédormation and communica-
tion (14.099%), Human health and social work agési(9.781%), Real estate
activities (6.976%) and Administrative and suppmetvice activities (4.309%).
Thus, it can be concluded that the compositionceffie the EU level played its
role in the process of decoupling.

At the EU level, the key strategies should be suggd and further enhanced.
These especially include the long-term EU SDS Has provided the ground-
work for achieving SD, the shorter-term and dynaBicope 2020 Strategy, as
well as the % Environment Action Programme, for which the Eurd}@20
Strategy created the basis. The other two strategiated to the previous ones
are of crucial importance for the effort of the Elumitigate climate change. The
2020 package, i.e. a set of binding legislatioerieure the EU meets its climate
and energy targets for the year 2020, providedbtmekground for the Europe
2020 Strategy and the EU’s climate commitments gaiye The 2030 climate
and energy framework sets three key targets isdhee areas for the year 2030.
Both of them address three key areas while sep@mtcular targets for them: at
least 20% and 40% cuts in GHG emissions; 20% aftl &1ares for renewable
energy; and 20% and 27% improvements in energygiefity respectively. Ac-
cordingly, it is likely that decoupling and decreasn GHG emissions have been
affected significantly by these strategies and dtier strategies and activities
mentioned above. This also includes the encourageai¢he negative intensity
and composition effect (European Commission, 20&)reover, a huge num-
ber of interconnected and interrelated strategiesded on particular sectors and
their emissions have been developed, which aren dfssed on the above-
mentioned strategies. Absolute decoupling neetig tarther encouraged by the
introduction of appropriate technologies, strudtueorms and other activities.
However, an additional area that is a challengduher research is an estima-
tion of emissions embodied in final demand anderéekport). In such a way,
the impact of developed countries, such as thosgwosing the EU, on develop-
ing countries, should be particularly investigatéthding solutions to these
problems requires a long time and a properly designternational regime in
the field of climate change should be developed emuthnced in terms of the
framework of the 2015 Paris Agreement.
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Conclusions

The aim of the Paper was to discover if decouptih@HG emissions from
GVA in the EU-28 in the period 2008 — 2014 tookgaland to detect the extent
of the influence of the three selected factors efetopment. An IDA and
a LMDI were applied to detect the role of these¢htactors and their effects on
the development of GHG emissions in the EU-28.

In the overall monitored period 2008 — 2014, alsotlecoupling took place
in the EU-28, when GVA increased by 0.881% and Gat@ssions decreased
by 15.847%. Manufacturing showed the highest shardsoth GVA and in
GHG, Real estate activities showed a relativelhlsigare in GVA but a relative-
ly low share in GHG emissions. The GHG emissionallbfhe examined activi-
ties decreased in the period 2008 — 2014. As regdwa year-by-year DA, the
total effect, i.e. changes in GHG emissions, isatigg for five of the years and
positive only in 2010. In absolute values, thisrideshowed the lowest magni-
tude when compared with the extent of this effacother years. On the other
hand, the highest annual drop in GHG emissionsroedun 2009, which is con-
nected with the economic crisis and recession. licgly, the significant nega-
tive intensity effect in this year was enhancedhsy even higher negative scale
effect and the slight negative composition eff@tte scale effect (GVA annual
changes) was negative only in 2009 and 2012 andigtest positive increases
occurred in 2010 and 2011 respectively. The contiposeffect was positive
only in 2010 and 2012 and it showed the highestlabes extent in 2011 (below
—2%). The intensity effect was negative in all thenitored years and highest in
magnitude in 2009, followed by 2014. The relativieigh extent of the negative
intensity effect in the most recent year is of giegortance for further reduc-
tions in GHG emissions. Nevertheless, the commsitiffect at the EU level
played its role in the process of decoupling ad.wel

In the IDA of GHG emissions in the overall monédrperiod 2008 — 2014
and the two partial periods 2008 — 2011 and 202014, the absolute values of
the composition and the intensity effect surpassese of the scale effect, while
the intensity effect showed the highest absolutgnitade of all in all the periods.
In both of the partial periods and the overall périall the effects were negative,
except for the scale effect in 2008 — 2014 and 202D14. This means that,
apart from the period affected by the recessioa,sttale effect predominantly
led to increases in GHG emissions, while both themosition and especially
the intensity effect led to their decreases. Acemlg, the negative total effect
was achieved in the overall period as well as ith lpartial periods, which was
considerably augmented by the negative intensfgcef
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Resulting from the analysis, significant attentsbrould be paid to those sec-
tors generating high amounts of GHG emissions, aglManufacturing and
Electricity, gas, steam and air conditioning supgohygl especially to those whose
decrease was relatively lower, i.e. Transportatiod storage, and Agriculture,
forestry and fishing. Nevertheless, further supparthe negative intensity effect
should be crucial for further reductions in GHG ssions. To achieve them,
crucial EU actions have to be properly implemerdéahational level as well.
Moreover, it is crucial to address GHG emissiond@uied in domestic final
demand and international trade. Therefore, apph8mA and I-O tables for
a more detailed analysis is a challenge for funtbsearch.
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