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Abstract

Research background:The main objective of this paper is to analyseetmployment rates
in the context of spatial connectivity of the Elgims. Employment rate is declared as one
of the important indicators of the strategic docotrtieurope 2020. The achievement of high
levels of employment in individual regions playsitsfore an important role.

Purpose of the article: The aim of the paper is to verify the possible Ispier effects
within the EU regions and their territorial intenetection in the context of employment
rates.

Methods: Analysis is based on tools of the Exploratory Spdiiata Analysis (ESDA) to
consider spatial connectivity of the EU regions.

Findings & Value added: The results show that the statistically significahisters of
regions with high employment rates are situatechiman the central, northern and north-
western part of the EU while the clusters with lgalues are located mainly in Greece,
Spain, Italy, Portugal, Bulgaria, Romania and sémench regions.
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Introduction

After the crisis, in 2010, Europe has adopted aesfyy for smart, sustaina-
ble and inclusive growth — Europe 2020: Europe®gh strategy (Euro-
pean Commission, 2010; Balcerzak, 2015). Declafiiegy headline objec-
tives (concerning employment, research and innomatclimate change
and energy, education, and combating poverty) shigtegic document
helps to define where the European Union (EU) wémtse by 2020. It is
worth mentioning that all the specified targets amatually linked. Con-
cerning the inclusive growth, a key issue is playpgdachieving a high
levels of employment.

Analysing the labour market, especially the levelsunemployment
across various regions has attracted researchezstian for a long time.
As pointed out e.g. by Perugini and Signorelli @00only recently re-
searchers have started to prefer analysing theogmpint indicators. Nu-
merous studies have been presented concerninguthenfployment per-
formance in the various regions of the EU basedhenuse of different
theoretical and empirical approaches.

During the last years, the analyses based on kpajmoaches have
played a significant role. From the recent studiealing with the European
regions following studies could be mentioned. Nleb(@003) analysed
spatial interaction and regional unemployment imolgean countries dur-
ing 1986-2000 based on measures of spatial autdathon and spatial
econometric methods. She proved the high degrespatial association
among analysed European labour markets. Cracatlial. (2009) investi-
gated the spatial structure of provincial unemplegbdisparities of Italian
provinces for the year 2003. Lottmann (2012) ttieexplain the regional
unemployment differences in Germany 1999-2007 basespatial panel
data analysis. Pietrzak and Balcerzak (2016) pmdra spatial analysis of
the impact of entrepreneurship and investment efuhemployment rate
for the Polish sub-regions. Perugini and Signof@ll04) analysed the re-
gional employment and convergence of the Europegioms, Franzese and
Hays (2005) dealt with the employment spill-ovenstlie EU using the
spatial econometric models, and Monastiriotis (3@0&alt with the spatial
association and its persistence for various socom@nmic indicators in the
case of Greek regions. Pavlyuk (2011) investig#teddifferences in em-
ployment rates in Latvian regions based on instnimef spatial analysis
and spatial econometrics. Pagliacci (2014) analykedregional perfor-
mances with regard to Europe 2020 main objectieset on the Principal
Component Analysis (PCA) and Exploratory SpatialteDaAnalysis
(ESDA) confirming the large territorial imbalancasross the EU-27. All
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these mentioned papers confirmed both the necdssityclude the space
dimension into the analysis and the existence sjatities across analysed
regions.

The main objective of this paper is to investigtite significance of
spatial linkages as well as the existence of tkpatities for the employ-
ment rates (expressed in %) of population aged 4%&e6oss 252 NUTS 2
(Nomenclature of Units for Territorial Statisticggions of EU countries
based on ESDA including visualisation techniques giaphs, maps and
calculations of two types of spatial autocorrelatiodicators (Moran'd
and Getis-Ord statistics).

After the brief introduction, the rest of this pape organized as fol-
lows. The Section 2 deals with research methodol&ggtion 3 presents
results, Section 4 contains discussion and Sebtimncludes.

Research methodology

This section of the paper provides a brief revidwpatial statistical meth-
ods used in the empirical part of this study. Imagal, spatial association
means that the values of a variable in nearby ilmtatare more similar
than values in locations that are far away. Spdgglendence in a data set
imply that observations at locatiordepend on other observations at loca-
tionsj #zi and formally it can be formulated as follows:

y=t(y), i=12. N, j#i (1)

whereN is the number of spatial units in the data seteHrby observations
(locations) are similar in variable values undex tonsideration, we can
conclude that the overall pattern performs spatigbcorrelation, in this
case a positive spatial autocorrelation. On therotfand, negative spatial
autocorrelation is related to the situation whegepations that are nearby
tend to be different in variable values than obastons that are far away.
There is no spatial autocorrelation when varialakies are not related to
the location. A crucial step of spatial autocoriela examination is the
determination of nearby locations. Formally, spatiaucture of observa-
tions is usually expressed in the formfx N spatial weight matrixV,
where each element; represents the ,spatial influence” of locatioon

locationi. The design of the matriw/ usually follows a binary matrix idea
or geographic, economic closeness measures, fonpaa physical dis-
tance or contiguity between locations can be uSedsequently, the rela-
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tionship can have a binary form (1 — neighbour, Onet neighbour) or

variable. In order to exclude “self-influence ofettocations”, diagonal

elements of the spatial weight matrix are set tw.z&8wo common ap-

proaches to spatial weight matrix constructionveegghts based on bound-
aries and weights based on distance.

Spatial weights based on boundaries

The degree of spatial influence is very often deieed by the shared
boundaries of the locations. The most common dpaidghts based on
boundary principle are called spatial contiguityigi®s. Following chess
notation, we distinguish weights referred to asrthak, the bishop and the
gueen contiguity case (for more details see e.tisG#010; Smith, 2014).
Next, this spatial weights approach is presentedare details, because the
gueen contiguity weights were used in empiricat paour study.

The queen contiguity weights simply denote whetbeations share
a boundary or not. Two locations are considerelietaneighbours in this
case, if they share any part of a common boundavésen the set of
boundary points of locationis denoted abnd(i), then the queen contiguity
weightscan be given as follows:

_ {1, bnd(i)n bnd )#0

0, bnd(i)n bnd )=0 )

i

The consequent matrix based on this approach pesdagmmetric
spatial weight matrix.

Spatial weights based on distance

If distance itself is a relevant criterion of spatinfluence, the spatial
weights based on the distance are appropriatehign dase, the spatial
weight matrix construction requires the centroiddgentral point distances)
d; between each pair of spatial locatianandj. The family of methods

based on distance contains radial distance weightger distance weights,
exponential distance weights &nearest neighbour weights (for more
details see e.g. Getis, 2010; Smith, 2014). Thewomf distance metrics
(e.g. Euclidian distance, Arc distance) is an inguar aspect of this ap-
proach. As th&-nearest neighbour weights are the second optiauin
empirical analysis, we briefly present correspogdmportant details.
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In contrast to the queen contiguity case, th@earest neighbour
weights approach is not resulting to symmetric imatf. The procedure of
the construction can be summarized as follows:

Let centroid (or central point) distances from eaphtial location to

all unitsj # i are ordered agd; ;) < d; ;) <...< ¢ _,. Next, for each loca-

tion k=1,..,N -1, the setB,(i)={j(1).j(2)...ik)} includes thek closest

locations toi. For givenk, the k—nearest spatial neighbour weight matrix
has spatial weights of the following form:

" = {L ioB(i) 3)

0, otherwis

Usually spatial weights are normalized in ordecteate proportional
weights. The most common standard approach is mwalized weights
in which the rows of the matriw/ are cumulated to unity.

Global and Local Measures of Spatial Autocorrelatio

Spatial autocorrelation can be detected by globdllacal measures of
spatial association, e.g. Morar’'sGeary’sC or Getis-Ord statistics. Mo-
ran’s| and Getis-Ord statistics are the basis of our eympént spatial de-
pendence analysis and this topic will be dealt withext subsection.

Global and local statistics of spatial autocorietatare a part of the
ESDA. The tools of ESDA (see Haining, 2003; BivaRk@d10) enable gain-
ing spatial pattern information in the given dafadetailed analysis of
global and local spatial association can be donstéystical, graphical or
mapping procedures. Global measures of spatiatartredation enable the
users to test the global spatial autocorrelatiothefvariable they are inter-
ested in, i.e. to test for the presence of gersgatial trends in the distribu-
tion of an underlying variable over a whole spddee term ‘global’ means
that all components of the spatial weight matrex eonsidered in the calcu-
lation and it yields just one value of spatial @aiwelation statistic. Local
indicators have been suggested to further anabgse $patial patterns, they
assess the spatial autocorrelation associatioheopérticular unit with its
neighbouring areal units.

Global Moran’sl statistic indicates the correlation between théeun
lying variable and so called spatial lag of thisiable and it is formally
given by the expression (Viton, 2010):
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i=1 j=1 (4)

where x denotes the underlying variable value for locatior;, denotes

the underlying variable value for locatipn X represents the mean of the
variable,N is the number of spatial locations ang are the components of

spatial weight matrixvhich was discussed before. Spatial autocorrelasion
considered to be present when the computed spati@torrelation statistic
(4) takes a larger number in comparison to whaewgect under the null
hypothesis of no spatial autocorrelation, i.e. wrttle spatial randomness.
The question is what can be considered to be ggnily larger. The point
of departure of the statistical testing is therihstion of the test statistic.
One possibility is the random permutation test. gkding to this proce-
dure, the calculated value bfs evaluated relative to the set of all possible
values that could be obtained by randomly permuitiregobservations over
the locations in the data set. The resulting ervglirdistribution function is
the basis for the testing of statistical significanA problematic issue of
this testing approach can be the fact that Morastsitistic must be calcu-
lated forN! permutations. Even in the case of snilit can cause compu-
ting difficulties. Close approximation to the peraion distribution pro-
vides Monte Carlo approach where random samplifzased on a reason-
able number of the permutations (for more detaits &.9. Fisher & Wang,
2011).

The value of Moran’g statistic approaching approximately zero indi-
cates the absence of spatial autocorrelation,ipespatial autocorrelation
(the statistic has a positive value) implies thatilar values of observed
variable tend to cluster over the space and negapatial autocorrelation
(negative value of statistic) implies that differ@alues are clustered in the
space.

During the past two decades, various local spatitdcorrelation statis-
tics have been developed. As a local version ofadarl statistic, LISA
(Local Indicators of Spatial Association) has bgeoposed by Anselin
(1995) to further analyse local spatial patternghis case, particular loca-
tioni is fixed. The local Moran’'d; statistic for the locationis defined as

(Feldkircher, 2006):
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where all variables were defined before. Each lonahas an associated
test statistic and spatial pattern (spatial clirsgg@rcan be visualised by the
Moran scatterplot and LISA cluster map. These gcgbhools enable to
detect which of the spatial unit has a statistjcalgnificant relationship
with its neighbours, and show the type of relatiopghigh-high andlow-
low — positive spatial associations ligh-low, low-high — negative spa-
tial associations).

The local versions of family Getis-Ord statistiG{d) and G’ (d)pro-

vide additional information of spatial associatitvat may not be evident
when using only global statistics. As well as ieypous case, the statistic is

calculated for each location. Getis and Ord (198f)ned G (d) statistic
as follows:

iwj(d)xj

G(d)=f——

2%

=1

j#i (6)

Where{vvij (d)} denotes a symmetric binary matx, ones for all relations

defined as being within the distandeof a given locationn and all other
relations are set to zero (including the link afdtioni to itself). This sta-
tistic defined by formula (6) measures the degfespatial dependence that
stems from the concentration of weighted points aldbther weighted
points included within a radius of distandefrom the original weighted
point. Getis and Ord (1992) first focused on phgisitistances, but “dis-
tance” can be also interpreted as e.g. concepignde, travel time or
other measures that make possible khpoints to be located in a space.

G (d)statistic in contrast t@ (d) statistic, it contains also the value

itself and also neighbourhood values. In Ord antisG£995), the statistics
G (d) andG'(d) were modified in order to include variables thatrubt

have a natural origin and the modification was dmnéon—binary weights
as well.
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Local Getis-Ord statistic can be viewed as an ggicof local cluster-
ing of similar values around particular locatiofPositive values of statistic
indicate clustering of high values (so called hgits) and a negative value
indicates a cluster of low values (so called colots).

The testing of statistical significance of localaseres of spatial auto-
correlation follow a similar idea as testing proaexs of global measures.
In order to yield pseudo significance levels, aditonal random permuta-
tion test can be used. The randomisation is camiitiin terms of that the
value x associated with observationis fixed in the permutation and the

remaining values are randomly permuted over thatioes. The resulting
empirical distribution is the base for statistitadting (for details see e.g.
Fisher & Wang, 2011).

Results

The empirical part of this paper is based on the@leyment rates (ex-
pressed in %) of population aged 15-64 across 2322 regions of EU
countries obtained from the web page of the sizaisbffice of the Europe-
an Union (Eurostat) over the 2010-2016 period (see
http://ec.europa.eu/eurostat/data/browse-statisiieheme). In order to
avoid the problem with isolated regions, the totamber of 272 NUTS 2
regions had to be reduced, we excluded 20 regib@yprus, France, Fin-
land, Greece, Italy, Malta, Portugal and Spain. ahalysis was performed
using free downloadable software for the geograplai@ analysis called
GeoDa (https://geodacenter.asu.edu/software/dodsjod he correspond-
ing shapefile was retrieved from the web page of roEiat
(http://ec.europa.eu/eurostat/web/gisco/geodataérte-data/administrati
ve-units-statistical-units) and the set of analyBkdlr'S 2 regions was se-
lected in GeoDa.

The development of the employment rates for thepteta set of ana-
lysed regions is demonstrated in Figure 1, comgittie box plot as well as
the descriptive statistics of the analysed indicdtoing 2010-2016 period.
The mean values did not change dramatically; tleeame employment rate
firstly rose from 65.28% in 2010 to 65.30% in 2Gk1d the slow decline to
65.22% in 2012 was followed by moderate growth #78% in 2016.
However, there are huge differences across anahgggohs spanning from
minimum values of approx. 39%—-40% to maximum of 8% %. Fur-
thermore, based on Figure 1, it is possible totiflet to 3 lower outliers
(these correspond to regions in the southern galtaly). Regarding the
interquartile range (IQR) denoting the middle 500#4he data, it can be
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concluded that it indicated the increasing varigbibf the employment
rates in 2010-2013 followed by slowly decreasingakility of the ana-
lysed indicator.

Figure 2 illustrates the evolution of the countriagerage employment
rates 2010-2016 to see the performance of theatati@cross the individ-
ual analysed EU countries. The lowest employmetgisravere identified
for Greece, where the rates went down below the B02012—-2015. The
highest employment rates (above 70% during the evhollysed period)
were in Austria, Germany, Denmark, Netherland amgden. Since in
some countries the average employment rates rethailmost constant
(e.g. Austria, Belgium, Finland, France, ltaly, lemxburg, Romania), in
other countries the rates went extremely up (ezgclb Republic, Estonia,
Hungary, Lithuania, Latvia) and we can identifycatountries with sharp
downward trend followed by the rise of employmeates during the ana-
lysed period (e.g. Greece, Croatia, Ireland, Sg2ontugal and Slovenia).

To gain further information about the employmenteraisparities
across analysed regions, the natural breaks mapwardile map for 2016
were constructédFigure 3). Following the Jenks natural breaksaigm,
which considers four classes, we can identify Ifores with low levels of
employment rates located in southern parts of Speaty and Greece.
However, as it is shown in Figure 3 (left), there 403 regions with high
employment rates located mainly in the centraltheyn and north-western
part of the EU. The quantile map (Figure 3 rightleg another insight into
the employment rate distribution over space comgid classes with ap-
prox. equal number of regions. Based on both mamps,can identify huge
differences in employment rates also inside thdyaed countries, e.g. in
Slovakia between the capital city region (Bratislav kraj) with the em-
ployment rate of 74.9% and the eastern region (ggtoke Slovensko) with
only 59.1% of employed people.

As it is shown in Figure 3, the regions with simi@anployment rates
tend to be located together. To assess the statisignificance (insignifi-
cance) of clustering, we can test for spatial apt@tation. As it was men-
tioned above, two types of spatial weights weralusecharacterize spatial
neighbourhoods — queen contiguity weights (2) ame&@rest neighbour
weight$ (3). The values of the global Moran’s | (4) durig§10-2016
based on both types of spatial weights are disglay&igure 4. The global
Moran’s | values were higher in the case of queentiguity weights
(0.75-0.79) than for 8-nearest neighbour weigh®1(€0.71). Furthermore,

! Due to the limited space, the paper contains mapsfor 2016, maps for the 2010—
2015 period can be provided by the authors uponesq
2 The calculation was based on arc distance metrics.
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it is worth mentioning that the number of neightsoaccording to used
weight matrices was different. We identified 11tb neighbours for indi-
vidual regions with the highest frequency of 5 hbéigurs (8 and more
neighbours had only 13 regions) following the queentiguity weights
and the constant number of neighbours following 8heearest neighbour
weights. The values of global Moran'statistics in both cases were higher

than the expected valug( 1) = —1/(N —1) = —~0.004( which confirms the

positive spatial autocorrelatidrit means that there is a statistically signifi-
cant tendency of geographical clustering of regiwitk similarly high/low
values.

LISA cluster maps of employment rate in 2016 (FegG) with regard
to the local Moran'd statistics (5) statistically significant at 0.0grsfi-
cance level, using both types of spatial weightatinoeed above, enable to
identify the statistically significant clusters. Asis shown in Figure 5,
there is a large number of regions with the sigaifi positive spatial auto-
correlation identified, and only a small numbenregions with the signifi-
cant negative spatial autocorrelation. Concernirggregions with a nega-
tive spatial autocorrelation, the results basedliffierent weight matrices
are very similar. Regarding positive spatial autoglation, there are more
expanded clusters with the 8-nearest neighbourhigigRegions with sta-
tistically significant positive spatial autocorriésn (64 regions otigh-
high type and 37 regionsw-low type following the queen case contiguity;
94 regions ohigh-hightype and 49 regionsw-low type following the 8-
nearest neighbour weights) denote the similar vafuemployment rate as
their neighbouring regions. Regions with statidlycaignificant negative
spatial autocorrelation (1 region lmw-high type and 3 regionkigh-low
type following the queen case contiguity; 3 regioffow-hightype and 4
regionshigh-low type following the 8-nearest neighbour weightsyenthe
different level of employment rate in comparisoritteir neighbours.

Furthermore, based on both types of weights, veel tid find the clus-
ters based on local Getis-Ord statistics (6) anleatify the statistically
significant hot spots and cold spots. The maps depicted inr&i§ show
that the hot spots and cold spots almost correspmitite regions with the
positive autocorrelation dfigh-hightype andow-low type from Figure 5,
respectively.

3 Randomization approach involving 999 permutatisas used to prove the statistical
significance of results.

4 Randomization approach involving 999 permutatisas used to prove the statistical
significance of results.
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One of the limitations of the local Getis-Ord stats is that it is not
able to detect the negative spatial autocorrelatigterature in general
recommends using both these statistics in the sisabf spatial autocorre-
lation in order to interpret the results correctly.

Discussion

The results of our research are in line with sotherostudies analysing the
employment rates (Monastiriotis, 2007; Perugini &grorelli, 2004;
Pagliacci, 2014), confirming the large territoriéparities among analysed
regions. We proved that the location plays an ingmarrole in assessment
of employment rates level across the 252 NUTS 2rédibns. Concerning
the policy implications, it is not so unambiguossice as pointed out e.qg.
by Monastiriotis (2007), one has to keep in minat tihe spatial spill-overs
concerning the employment do not need to link boilar processes based
on other indicators, e.g. income (Chocholatd & Buék 2017), tertiary
educational attainment (Chocholata, 2018) or paspglications at the
European Patent Office (Furkova, 2016). Although dissimilarity in the
spatial patterns across different indicators casgmt a limitation for poli-
cy makers to face complex problems through a phpm#rosen policy in-
struments, the results of the ESDA analysis foividdal indicators (e.g.
employment rate presented in this paper) can dergeme orientation for
policy makers to apply more place-based policie® (8.g. Barcat al,
2012).

Our employment rate analysis was based on theted|&SDA tools
and therefore the evidence concerning spatial neginterconnections was
provided. A majority of studies does not exploie thdvantages of the
ESDA and the issues regarding spatial autocoroglatire neglected. From
this point of view, our study can be considerebtida contribution to now-
adays widely applied approaches of the employnaetanalyses.

Conclusions

This paper presents the spatial analysis of orieeoinclusive growth indi-
cators — the employment rate — given as a percertfgopulation aged
15-64 among 252 NUTS 2 EU regions during 2010-20i@rder to in-
vestigate the influence of location on the employnrate, graphic visuali-
sation (box graph, column graph) and ESDA toolsewesed. Application
of these tools, as well as mapping of the valueswed the existence of
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disparities across the analysed regions. The acal{ESDA tools of global
Moran’s | statistic, local Moran’d statistic and local Getis-Ord statistic
enabled to detect statistically significant clustef regions with high em-
ployment rates situated especially in the centraithern and north-western
part of the EU while the clusters with low valuesrevlocated especially in
Greece, Spain, Italy, Portugal, Bulgaria, Romanih some French regions.
The results proved the significant impact of lomaton the employment
rate in individual regions, and they can providéuahle information for
both the EU policy makers and national authoritiessupport concrete
regions in order to minimize the present dispagitieurthermore, it is im-
portant to mention that the existence of positipatigl autocorrelation
indicates that the higher employment rates in agon will positively
influence the employment rates in neighbouringargi With regard to the
presence of spatial spill-overs, Pagliacci (2014) 8arcaet al. (2012)
stress the importance of more place-based politiesppears to be im-
portant for policy makers to concentrate on intations that will address
exactly the causes of disparities than just to oglyedistributing resources
from wealthier regions to poorer ones (Monastisio2007). On the other
hand, concerning the importance of the spatiablijgs implied by the Eu-
ropean integration, the supranational (EU) polickimg in this area plays
a vital role (Franzese & Hays, 2005).

As we have already mentioned, ESDA analysis haBrowd our spa-
tial autocorrelation assumption of the regional lElmment rates. The sub-
ject of our spatial analysis was the global indicat- employment rates
(expressed in %) of population aged 15—64 acro23\25T'S 2 EU regions.
This can be perceived as a certain limitation aof study, because more
detailed insight into particular elements of emphent rate would be use-
ful. It would be appropriate to perform analogopat&l analysis separately
for employment by sex, age, economic activity oucadional attainment
levels. Moreover, the choice of spatial units cancbnsidered as a prob-
lematic issue of the analysis. The levels of adstiative units play a cru-
cial role as for the strength and impact of spajill-over effects. We have
chosen the EU regions at NUTS 2 level rather ththeraerritorial levels
(e.g. national level) because these administrativies are defined by the
European commission as the appropriate units ferevaluation of the
regional convergence process. Of course, the irgtom resulting from
studies based on the e.g. NUTS 3 levels can atsoder very useful infor-
mation for regional policy makers.

Identified clusters based on the local Getis—Ordl Bioran1 statistics
also invoke a question concerning another imporspatial aspect of the
analysis — spatial heterogeneity. In the courséudher research, we in-
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tend to focus on modelling the regional employmexté taking into ac-
count both spatial effects, spatial autocorrelaisnwvell as spatial hetero-
geneity. The estimation of the spatial econometriciels will be the base
for the quantification and spatial decompositiontled employment rate
spatial impacts. We suppose this topic will be shbject of our further
research.
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Annex

Figure 1. Box plot of employment rate
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Figure 2. Performance of countries’ average employment r2049—2016 in %
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Figure 3. Natural breaks (left) and quantile (right) mapseafployment rate in
2016
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Figure 4. Moran’s| statistics of employment rates 2010-2016
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Figure 5. LISA cluster map of employment rate in 2016 — Epateights: queen
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Figure 6. Local Getis-Ord cluster map of employment rate216 — spatial
weights: queen (left) and 8 — nearest neighbouigstjr
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